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Copyrights

The Motorola Solutions products described in this document may include copyrighted Motorola
Solutions computer programs. Laws in the United States and other countries preserve for Motorola
Solutions certain exclusive rights for copyrighted computer programs. Accordingly, any copyrighted
Motorola Solutions computer programs contained in the Motorola Solutions products described in this
document may not be copied or reproduced in any manner without the express written permission of
Motorola Solutions.

© 2016 Motorola Solutions, Inc. All Rights Reserved

No part of this document may be reproduced, transmitted, stored in a retrieval system, or translated
into any language or computer language, in any form or by any means, without the prior written
permission of Motorola Solutions, Inc.

Furthermore, the purchase of Motorola Solutions products shall not be deemed to grant either directly
or by implication, estoppel or otherwise, any license under the copyrights, patents or patent
applications of Motorola Solutions, except for the normal non-exclusive, royalty-free license to use that
arises by operation of law in the sale of a product.

Disclaimer

Please note that certain features, facilities, and capabilities described in this document may not be
applicable to or licensed for use on a particular system, or may be dependent upon the characteristics
of a particular mobile subscriber unit or configuration of certain parameters. Please refer to your
Motorola Solutions contact for further information.

Trademarks

MOTOROLA, MOTO, MOTOROLA SOLUTIONS, and the Stylized M Logo are trademarks or
registered trademarks of Motorola Trademark Holdings, LLC and are used under license. All other
trademarks are the property of their respective owners.

European Union (EU) Waste of Electrical and Electronic Equipment (WEEE)
directive

)74

mmm The European Union's WEEE directive requires that products sold into EU countries must have
the crossed out trash bin label on the product (or the package in some cases).

As defined by the WEEE directive, this cross-out trash bin label means that customers and end-users
in EU countries should not dispose of electronic and electrical equipment or accessories in household
waste.

Customers or end-users in EU countries should contact their local equipment supplier representative or
service centre for information about the waste collection system in their country.
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Contact Us

Motorola Solution Support Center
The Solution Support Center (SSC) is the primary Motorola Solutions support contact. Call:
« Before any software reload.

* To confirm troubleshooting results and analysis before removing and replacing a Field Replaceable
Unit (FRU) and Field Replaceable Entity (FRE) to repair the system.

For... Phone
United States Calls 800-221-7144
International Calls 302-444-9800

North America Parts Organization

For assistance in ordering replacement parts or identifying a part number, contact the Motorola Parts
organization. Your first response when troubleshooting your system is to call the Motorola SSC.

For... Phone
Phone Orders 800-422-4210 (US and Canada Orders)

For help identifying an item or part number, select
choice 3 from the menu.

302-444-9842 (International Orders)

Includes help for identifying an item or part number and
for translation as needed.

Fax Orders 800-622-6210 (US and Canada Orders)

Comments

Send questions and comments regarding user documentation to
documentation@motorolasolutions.com.

Provide the following information when reporting a documentation error:
e The document title and part number

e The page number with the error

« A description of the error

We welcome your feedback on this and other Motorola Solutions manuals. To take a short, confidential
survey on Motorola Solutions Customer Documentation, go to docsurvey.motorolasolutions.com or
scan the following QR code with your mobile device to access the survey.
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About HPD Standalone System
Infrastructure

This manual provides an introduction to the infrastructure of the HPD standalone system. Included are
detailed procedures for installation, configuration, operation and troubleshooting. This manual is
intended to be used by field service managers and field service technicians after they have attended
the Motorola Solutions formal training.

What Is Covered in This Manual?

This manual contains the following chapters:

HPD Standalone Infrastructure Description on page 25, provides a high-level description of the
High Performance Data (HPD) standalone system and the function it serves on your system.

HPD Standalone Infrastructure Theory of Operations on page 29, explains how the HPD
standalone infrastructure works in the context of your system.

HPD Standalone Infrastructure Installation on page 61, details the installation procedures relating
to the HPD standalone infrastructure.

HPD Standalone Infrastructure Configuration on page 67, details the configuration procedures
relating to the HPD standalone infrastructure.

HPD Standalone Infrastructure Optimization on page 79, contains the optimization procedures
and recommended settings relating to the HPD standalone infrastructure.

HPD Standalone Infrastructure Operation on page 81, details the tasks that you perform once the
HPD equipment is installed and operational on your system.

HPD Standalone Infrastructure Maintenance on page 93, describes periodic maintenance
procedures relating to the HPD standalone infrastructure.

HPD Standalone Infrastructure Troubleshooting on page 95, provides the fault management and
troubleshooting information relating to the HPD standalone infrastructure.

HPD Standalone Infrastructure FRU/FRE Information on page 115, lists the Field Replaceable
Units (FRUs) and Field Replaceable Entities (FREs) and includes replacement procedures
applicable to the HPD standalone infrastructure.

HPD Standalone Infrastructure Reference on page 117, contains supplemental reference
information relating to the HPD standalone infrastructure.
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Helpful Background Information

Motorola Solutions offers various courses designed to assist in learning about the system. For
information, go to http://www.motorolasolutions.com/training to view the current course offerings and
technology paths.

Related Information

Refer to the following documents for associated information about the radio system.

Related Information Purpose
Standards and Guidelines for Provides standards and guidelines that should be followed
Communication Sites when setting up a Motorola Solutions communications site.

Also known as R56 manual. This may be purchased on CD
9880384V83 by calling the North America Parts Organiza-
tion at 800-422-4210 (or the international number:
302-444-9842).

System Overview and Documenta-  Provides an overview of the ASTRO® 25 new system fea-

tion tures, documentation set, technical illustrations, and system-
level disaster recovery that support the ASTRO® 25 radio
communication system.
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Chapter 1

HPD Standalone Infrastructure
Description

This chapter provides a high-level description of the High Performance Data (HPD) standalone system
and the function it serves on your system.

1.1
HPD Overlay Overview

The ASTRO® 25 High Performance Data (HPD) system is a wireless data network that is designed for
delivering mission-critical IP traffic between mobile data subscribers and customer host equipment.
The high performance data system provides an efficient and reliable wireless transport medium for
standard IP packet transfer, with raw data rates up to 96 kbps. This data rate allows service for
medium bandwidth applications, including still image transfers, vehicle location services, and
constrained web browsing services.

The ASTRO® 25 HPD system provides a transparent wireless mechanism for connecting mobile data
subscribers over a wide coverage area with the customer network. The HPD system also supports
delivery of traffic for user authentication, DHCP, and DNS services that may be implemented at the
customer network.

The following figure is a simplified diagram of an HPD system in operation. The mobile subscriber unit
(MSU) consists of an HPD modem (which provides the RF interface) and a mobile data device (which
is the computing device). MSUs register and context activate with the system to gain access to the
resources at the customer network. The MSUs and customer network equipment can interact using
standard IP-based applications and protocols, including web browsers, file-transfer software,
messaging applications, and e-mail. Custom applications that utilize TCP/IP or UDP/IP can also be
developed for the mobile data devices (MDDs) and customer hosts.

Figure 1: ASTRO 25 High Performance Data System

MSU
~
Host
Servers
MSU | — — _ _ _ _ Databases
RADIUS
DNS
or DHCP "
Server
~
e
Msu ASTRO 25 HPD System
Customer Network

HPD_overview_simplified

After an MSU has been registered and context activated with the system, it can interact with various
hosts and clients on the customer network by sending and receiving IP traffic with the devices.
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Depending on the customer network configuration and the supported applications, the MSUs may be
able to access files or information from host servers or databases. Likewise, clients on the customer
network may interact with the MSUs for the text message service, GNSS position tracking, or other
applications.

The HPD system operator has the option to enable HPD modems to continue operating when a Mobile
Data Terminal is not connected. When this feature is enabled, the HPD modem continues to send
GNSSJu location coordinates through the HPD network to the central office (if it is requested to do so).

1.2
Capacity and Specifications

The HPD feature supports the capacities, specifications, and attributes as explained in the following
sections.

1.2.1

System Capacity

The following maximum capacities are supported in an HPD system.
* Seven zones

* 100 RF sites per zone

» Five channels per HPD site

e 300 HPD channels per zone

e 64,000 provisioned users

e 20,000 active data users (trunking IV&D, conventional IV&D, and HPD users, total)
« Ten points of presence for Customer Enterprise Networks

e 1 million HPD messages/hour per system

E/ NOTICE: Channel capacity representing the number of users per channel must be based upon
the applications used on the system.

1.2.2

Data Specifications

The following specifications apply to the data traffic supported by the HPD system.
* |P version 4 messaging

e Class A, B, and C addressing

e Unicast inbound/outbound HPD messaging

* 96/64/32 kbps raw data rates

* Motorola Solutions protocol transport mechanism (LRRP) for inbound GNSS traffic
* 97% data message success rate

« Maximum delay of 20 seconds across coverage area

» Average delay of IP packets is 6 seconds

» 95% of successfully delivered packets are received within 20 seconds

« Confirmed delivery over the air interface

« Maximum air interface retries (configurable)

» Access control (registration, context activation, and user authentication supported)
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e 1500 byte MTU maximum
« Inbound/outbound windowing over the air interface (configurable)
« Forward error correction over the air interface

1.2.3

Air Interface Specifications

The following general attributes apply to systems and subscribers using HPD services.
e 700/800 MHz public safety bands

e 25 kHz channel bandwidth

e 4x4.5 kHz subchannel signaling over four consecutive 6.25 kHz channel allocations
* 30 ms TDMA outbound channels

* 30 ms TDMA inbound reserved access channels

* 10 ms TDMA inbound random access channels

« Digital base station identifier broadcasting (configurable, broadcast every 15 minutes)
* Nominal radio RF range of approximately 30 miles

e Full duplex BRs

e Full or half duplex MSUs

* 4/16/64-QAM RLA modulation

« Automatic site selection and mobility handovers

e 700 MHz interoperability capability for MSUs

1.24

Network Management

The following Network Management features are supported for the HPD system.
« Fault, configuration, and performance management tools

« Out of band management/remote access

» Local device administration

e Security group partitioning

« User authentication for NM operators (optional)

« InfoVista reporting for HPD operation
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Chapter 2

HPD Standalone Infrastructure Theory
of Operations

This chapter explains how the HPD standalone infrastructure works in the context of your system.

2.1
Access and Feature Controls

The HPD system includes access and feature controls to regulate system access and enforce the
provisioned capabilities for legitimate subscribers. The system performs “user registration” services
when a subscriber powers up or roams into the network. User registration ensures that the subscriber
is valid and that the appropriate services are available to the user, as defined by the Network
Management configuration. Mobile Subscriber Units (MSUs) must also “context activate” with the
system to establish the connection for packet data services with hosts on the customer network.

If the customer network is implementing a RADIUS server, the system also supports transport of clear
user authentication credentials.

2.2
Roaming and Mobility

The system supports automatic mobility between sites, allowing MSUs to roam throughout the system
coverage area while maintaining the connection and services with the customer network. MSUs are in
charge of selecting the best site to use for service. MSUs continually monitor adjacent sites and
automatically transit the most advantageous site according to a number of criteria, such as the state of
the site and the signal strength of the home channel at that site.

MSUs can automatically switch between channels in both the 700 MHz and 800 MHz bands when
roaming. An indication of the current site can be viewed through the Status Applet, which runs on the
mobile data device. Otherwise, all mobility operation is transparent and does not require any user
intervention.

When searching for adjacent sites, MSUs first scan through an internally stored adjacent site list,
provided by the adjacent site broadcast messages from the current site. If an available site is not
found, the MSU then attempts to scan through its pre-programmed list of frequencies provisioned
through Customer Programming Software (CPS).

If a channel at the current HPD site fails, MSUs attempts to use another channel at the same site
rather than fleeing to another HPD site. However, if an HPD site enters local mode, then the MSUs
searches for another HPD site that is in wide area mode so data services can continue.

Individual MSUs can be provisioned to access up to five ASTRO® HPD networks. The mobile computer
operator can manually switch between the systems through the Status Applet extended display.

2.3
Dynamic System Resilience

For HPD configuration with Dynamic System Resilience (DSR), see the Dynamic System Resilience
manual.

Send Feedback 29


http://docsurvey.motorolasolutions.com

MNOO03302A01-A
Chapter 2: HPD Standalone Infrastructure Theory of Operations

2.4
Trunking Subsystem Interactions

An HPD site may be overlaid at the Trunking Subsystem (Tsub) prime site. A Tsub may contain an
HPD remote site. For Tsub configuration, see the Edge Availability with Wireline Console for Trunking
Subsystems manual.

2.5

HPD Applications

The system supports the standard IP protocol for addressing and routing of traffic between the Mobile
Subscriber Units (MSUs) and the hosts at a customer network. The mobile data devices run on a
Microsoft Windows operating system either Windows Vista with Service Pack 2 (SP2), Windows 2000
with SP2 and PPPoE driver installed, or Windows 7. If Windows power management features are
desired (S3 Standby state), all the operating systems require installation of additional Motorola
Solutions provided software.

The HPD system provides an IP bearer service that is suitable for the tier 1 (9600 bps, low bandwidth)
and tier 2 (96 kbps, medium bandwidth) applications. The applications on the mobile data devices can
be standard off-the-shelf applications or custom IP-based applications running on the Microsoft
Windows operating system.

I::/ NOTICE: There is no longer on-going support for Microsoft Windows 2000. This strategy is
consistent with the Microsoft lifecycle for the Windows 2000 operating system. Although
Motorola Solutions makes no efforts to prevent Windows 2000 operation with HPD, an on-going
support or future development to support Windows 2000 based HPD systems can no longer be
offered.

Examples of the tier 1 (low bandwidth) applications:

» Text message service

« Database queries (vehicle records, identification queries, criminal database access)

« Dispatch and status messages

Examples of the tier 2 (medium bandwidth) applications:

* Transmit/receive images (photographs, fingerprint identification)

« Transmit/receive files (incident reports, activity logs, citations)

e Automatic Vehicle Location

* Web server access (constrained)

A number of common application examples are explained with greater detail in the following sections.

E/ NOTICE:

The HPD feature does not work with the ISSI.1 Network Gateway or PS LTE PTT Gateway
features.

For additional configurations and any impact on HPD from the Dynamic System Resilience
(DSR) feature, refer to the Dynamic System Resilience manual.

251
Database Inquiry

Database inquiry is a common mobile data application allowing field users to obtain information from a
real-time database. Applications commonly provide an inquiry form that allows the field user to enter
the database search criterion and indicate the databases to be queried using the search criterion.
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25.2
Database Update

Database update provides the ability to submit new or revised information to a database. The
application would include a form to enter the field data to be submitted.

2.5.3
Dispatch and Status Reporting

In conjunction with a Computer Aided Dispatch (CAD) system, field users can be assigned tasks or
jobs by using mobile data dispatching.

A dispatch message includes key information describing the assigned task or job:
 Where to go

* What to do

« Task or job priority relative to other work

* Notes and comments

Field users can indicate their progress on the task or job with pre-programmed status report
messaging. These status reports include:

¢ Enroute

e On site

e Work completed

« Available for next assignment

The work completed status may include user data fields to indicate specifically what work was
performed or the final disposition of the work. The work record can be further processed by other
applications.

254
Location Reporting

Location reporting applications provide the ability to track the location of field users. This information
can be used to assign appropriate resources to tasks or jobs, to enhance safety in the event of an
emergency, and to generally manage field resources such as assisting with directions to a location.

Location data is typically obtained using a GNSS receiver in the user’s vehicle or in a portable device
that automatically transmits location data periodically. It is also common to implement a mapping
application in the customer network to display the field user’s location graphically on a map. Take care
when implementing a location reporting application with a large fleet of mobile or portable users. The
location reporting is automatic and can generate a high amount of traffic loading on a wireless network.

255

Messaging

Messaging applications provide the ability to send a textual message to another field user or dispatcher
and for the recipient to view the message. These applications may or may not provide the store and

forward capability when a user is temporarily unavailable to receive a message. It is common to
present received messages in a list with the date and time received and the sender’s identity.
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2.5.6
Electronic Mail

Like messaging applications, electronic mail applications (e-mail) provide the ability to send a textual
message to another field user or dispatcher and for the recipient to view the message. However, e-mail
always provides the store and forward capability so that users can obtain messages sent to them when
they are not connected to the network.

Also, electronic mail applications may be designed to allow e-mail messaging to and from customer
network e-mail applications. E-mail applications on private wireless systems may or may not provide
the ability to send attachments. Caution must be exercised when sending e- mail attachments so that
the available system capacity is not over-utilized by users sending these. Also, commercial e-mail
solutions such as Microsoft Outlook/Exchange Server over private wireless systems may not perform
well due to their typical high-bandwidth utilization characteristics. Performance of commercial e-mail
applications may be less than experienced over a wired network.

2.5.7
Field Reporting

Like database update applications, field reporting allows a field user to complete reports electronically
and submit the reports to a database for processing. Common public safety field reporting applications
include the ability to support a supervisor review and approval of submitted reports.

258
Intranet Access

Intranet access involves accessing customer network-based web servers for web-based applications
or information. It also includes web browser access to applications servers that provide a web browser
interface. Therefore, intranet access applications can be for numerous purposes. Examples include
access to customer network online resources such as directories, records systems, databases, and
bulletin boards.

2.5.9
File Transfer

General file-transfer applications are typically used to upload data collected from the field and may also
be used to download updates to local client databases or applications. Secure File Transfer Protocol
(SFTP) or Trivial File Transfer Protocol (TFTP) is commonly used as the transport layer protocol.
Various file-transfer applications may include image downloads and document access.

2.6
IP Bearer Service

The HPD system provides the wireless interface, mobility management, and transport mechanism for
the IP traffic between the MSUs and the customer network hosts. This IP bearer service provides end-
to-end delivery of IP traffic, allowing mobile data devices to interface with fixed hosts using IP-based
applications. End users can run commercial (off-the-shelf) applications and other customized
applications that use standard IP interfacing. The mobile data devices and customer hosts interact
through the IP bearer service transparently, as if they were both located on a wired IP network.

The HPD IP bearer service supports the unicast (point-to-point) IP datagram messaging using IP
version 4. The service also supports layer 3 fragmentation and allows a Maximum Transmission Unit
(MTU) size of 1500 bytes at the network edges. Class A, B, and C addressing may be used by the
end-user applications. All other forms of addressing are discarded by the HPD system.
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All'IP traffic passes through a series of tunnels in the HPD network to isolate the user data from the
HPD infrastructure. This tunneling also allows the reuse and transparency of the same IP addresses
between the HPD system and the customer networks.

MSUs must register with the system and context activate to establish the connection for datagram
messaging over the HPD system. When an MSU is deregistered or context deactivated, the mobile
data device cannot send end-to-end messaging over the system, and appropriate error notifications
are returned to the mobile data device.

Data delivery is made on a best effort basis. If the delivery cannot be achieved for some reason (MSU
is not registered, MSU out of range, and so on), then the packet is discarded. The IP bearer service
provides confirmed delivery of traffic over the air interface. So any packets lost over the air are
retransmitted if the receiver does not send a confirmation.

Non-deliveries of data are reported back to the source through ICMP messages. Certain types of
failure conditions prevent the return of an ICMP response message, so ICMP responses are not
guaranteed in all situations.

26.1
Confirmed Delivery Service (Air Interface)

The HPD system and MSUs confirm delivery for all traffic received over the air interface. This ensures
that traffic is reliably received between the HPD base radio and the MSU. If the system or an MSU
sends traffic over the air interface but does not receive a confirmation message (or if portions of the
confirmation message are unrecoverable), then the sender retransmits the traffic. If the traffic has
already been successfully received, the system automatically discards duplicate traffic.

For outbound traffic, the HPD modem sends confirmation for all control and user data messages. For
inbound control traffic (such as registration and context activation traffic), the base radio sends the
confirmation to the MSU. For inbound user data (IP traffic to the customer hosts), the Radio Network
Gateway (RNG) provides the confirmation for the MSU. All inbound and outbound traffic, other than
outbound broadcast messages, use confirmed delivery.

The MSU codeplug, which is configured through CPS, defines the maximum number of retries that an
MSU attempts during data transmissions or initial connections with the system. The system is also
configured with the maximum number of retries that may be made for inbound/outbound HPD traffic.
This configuration is made in the Provisioning Manager application.

The confirmed delivery services include the buffered messaging, error reporting, data channel
management, and automatic deletion of duplicate messages. Confirmed message delivery services
promote channel efficiency along with a high level of reliability for messages successfully transmitted
across the HPD air interface. This capability enhances the net time for successful end-to-end data
transfer.

The system provides confirmed delivery over the air interface only. Any other end-to-end
acknowledgments that may be required between the mobile data devices and the customer network
hosts would have to be implemented through end-user applications on the mobile and host computers.

2.6.2
Unconfirmed Delivery Service (Air Interface)

The HPD system implements unconfirmed delivery of broadcast data over the air interface. At the
application layer, it is recommended that the end-to-end application implements un-acknowledgement
of broadcast data over IP.
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2.6.3
Buffered Messaging

The HPD Packet Data Router (PDR) and HPD modems queue traffic in an internal buffer. Since
varying throughput and congestion levels may be experienced through the data path, this buffering
allows the HPD PDR or HPD modem to regulate the data flow and prevent HPD traffic from being lost
or bottle necked at the air interface.

The HPD modem can queue a total of 10 datagrams at any one time. The HPD PDR can queue a total
of 15,360 bytes of data at any one time. When the queue is full, any additional IP datagrams are
discarded and an ICMP message is sent back to the sender.

HPD system datagram queues may be discarded under certain conditions. If the HPD PDR fails to
successfully deliver an IP datagram, any remaining datagrams in the sending queue to or from the
specific MSU are discarded. Also, when the HPD system removes a datagram from the queue to
attempted delivery, it checks the age of the datagram. If the datagram is older than the SNDCP Queue
Dwell Time, it is discarded and the queue is flushed. An ICMP “Destination Unreachable: Host
Unreachable” message is returned to the source host for each discarded datagram. The SNDCP
Queue Dwell Time is configured for the system through the Provisioning Manager application and can
be configured for an HPD modem through Customer Programming Software (CPS).

2.6.4
ICMP Messages

The MSUs and fixed routing equipment may generate ICMP error messages when a packet cannot be
successfully delivered to the destination. The ICMP messages indicate non-delivery events such as an
unreachable network, unreachable host, fragmentation conflict, unknown network, or bad header
condition. Typical causes for these messages can include component or link failure, routing problems,
air interface confirmation not received, message lifetime expiration, MSU is not context activated, or
the site is in local mode.

Any inbound ICMP messages from MSUs are forwarded through the system to the appropriate
customer network as they are received. The system filters outbound ICMP messages according to the
MSU settings in Provisioning Manager. If ICMP messages are disabled for the MSU, then the system
discards any outbound ICMP messages intended for the MSU.

2.6.5
Support for IP Route Discovery Commands

To conceal the routing fabric of the infrastructure, the HPD system does not insert any internal routing
information for IP route discovery queries (such as Trace route commands or other network discovery
requests). Instead, the system simply conveys the requests to the other end. Inbound discovery
requests are conveyed to the border router of the appropriate customer network. Outbound discovery
requests are conveyed to the appropriate MSU. The path through the HPD system is transparent to the
end users.

2.6.6
Support for Customer Logging Applications

Traffic between MSUs and customer hosts can be logged within the customer network by a logging
application or server (no special interfaces are required). The logging server can become an access
point for other clients on the network to generate reports that are specific for meeting the organization
needs. Since any MSU-to-MSU would require routing through a custom routing application on the
customer network, the traffic could also be captured by a logging solution on the customer network.

The HPD system also allows Air Traffic Interface Access (ATIA) messages to be forwarded to a
logging host on the customer network. The ATIA messages indicate events such as registrations,
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location registrations (roaming), and deregistrations for MSUs on the system. Other data traffic
between MSUs and the customer network do not generate any ATIA messages.

2.7
Automatic Vehicle Location Service

HPD modems may include an optional embedded Global Positioning System (GNSS) receiver that
supports automatic vehicle location (AVL) services. Hosts on the customer network can request an
MSU to send a one-time location response, or can request that the MSU sends periodic location
updates, which continue until canceled by the host. This allows a customer application to query the
current location of an MSU on a one-time polling basis, or continuously monitor the MSU location as it
moves through the coverage area. Requests for continuous location updates are retained in non-
volatile memory of the HPD modem so they are not lost when the HPD modem powers down.

Figure 2: Persistent and Non-Persistent Location Requests

The following figure illustrates how the one-time (non-persistent) and continuous (persistent) location
requests are handled by the location application in the HPD modem.
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Hosts on the customer network can simultaneously be connected with both the MSU’s internal location
application and the mobile data device that is connected to the HPD modem. Therefore, hosts can
receive GNSS updates while other interactions are taking place with the mobile data device that is
connected with the HPD modem. If only vehicle location services are required, the vehicle can be
equipped with just an HPD modem. A mobile data device is not required for vehicle location services.

Host
Servers

Figure 3: Simultaneous Location and Packet Data Activity
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The MSU internal location application can be configured to automatically context activate by itself after
a power up, even if there is no active connection between the mobile data device and the MSU. The
internal location application context activates and begins sending updates for any pending location
requests.

Parameters for the GNSS tracking feature are loaded into the HPD modem through Customer
Programming Software (CPS). The CPS parameters define how the location application connects with
the customer network and defines the maximum number of persistent location requests that are
serviced and retained in memory. If a customer network requires user authentication, then valid
authentication credentials must also be configured in the MSU for the location application to use during
context activation.

The HPD modem acquires its position using at least three (for 2D positioning) or four (for 3D
positioning) satellites of the NAVSTAR satellite navigation system. Initially, the GNSS receiver takes up
to 50 seconds (in an open sky condition) to lock onto the satellites and acquire its first position. Battery-
backup of the GNSS receiver maintains satellite tracking when the MSU is powered down.

Position requests and responses are delivered using the Motorola Location Request Response
Protocol (LRRP) over UDP/IP. Customer host applications can be developed using this protocol for
automatic vehicle location tracking. Contact Motorola Solutions for more information about LRRP.

2.8
Data Rates

The HPD base radios and MSUs use adaptive modulation techniques to provide the greatest
throughput and best performance for the HPD traffic over the air. The adaptive modulation methods
contribute to more reliable data transactions over large coverage areas, providing data coverage that is
comparable to standard ASTRO® 25 voice coverage capabilities.

If data errors are occurring and packets are being retransmitted, then the MSU or base radio
automatically selects a more robust modulation method to ensure that the traffic is successfully
received at the other end. The three supported modulation methods are listed along with the raw data
rates for each method in the following table. The raw data rate decreases for more robust modulation
methods since fewer bits per symbol are being communicated over the air. All adaptive modulation is
performed dynamically as necessary by the MSU or base radio without any intervention from the user.

Table 1: Raw Data Rates

Raw Data Rate  Modulation Description

96 kbps 64-QAM Used for the first data transmission attempt.

64 kbps 16-QAM Used for the second data transmission attempt (first retry).
32 kbps 4-QAM (QPSK)  Used for subsequent retries. Also used for Broadcast Data,

control traffic and for requesting slot reservations.

When an MSU or a base radio starts sending non-control traffic, it first attempts to send the data at the
96 kbps data rate using the 64-QAM modulation. If a retry is required, the MSU scales back to the 16-
QAM modulation, which yields a 64 kbps data rate. If additional retries are attempted, the MSU reverts
to the more reliable QPSK modulation, which yields a 32 kbps data rate. In general cases, MSUs that
are operating closer to the HPD remote site or in good coverage areas would potentially have most
traffic delivered at 96 kbps, while MSUs that are in fringe coverage areas may experience a slower
data rate.

All control signaling is sent using QPSK for reliability. When an MSU is requesting an inbound
reservation slot (which is used to send inbound traffic), or if other control traffic is being transmitted by
the MSU or by a base radio, then QPSK modulation is used.
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All inbound/outbound HPD traffic uses enhanced forward error correction to promote better packet
reconstruction and allow more packets to be accepted over the air interface. Additional error detection
mechanisms are also used to ensure that no errors are in the traffic. If errors in user data traffic cannot
be corrected, the system can request individual portions of a message to be retried, rather than having
the entire message retried. This selective retry method helps reduce the number of large
retransmissions and enhance overall channel efficiency when errors are only occurring in small
portions of the received traffic.

2.9
Frequency Bands

The HPD system provides high speed narrowband data over standard 25 kHz channel allocations in
the 700 MHz and 800 MHz private system frequency bands. The HPD signal performance provides
quality wireless data service with a coverage footprint that is comparable with an 800 MHz voice
coverage area. The 25 kHz HPD feature is a feature proprietary to Motorola Solutions which closely
follows many of the wideband air interface standards defined by TIA, in a high speed narrowband
medium.

The system and MSUs operate in public safety allocations in the 700 MHz and 800 MHz frequency
band allocations illustrated in the following figure. NPSPAC frequencies (821-824 MHz and 866-869
MHz) may also be assigned by waiver.

Figure 4: Frequency Bands

30 MHz Transmit Offset ‘ -45 MHz Transmit Offset
MSU Receive MSU Transmit MSU Transmit MSU Receive
764 767 773 776 794 797 803 806 821 859 866
L | ]
700 MHz Band 800 MHz Band

HPD_frequency_bands
Each HPD transmit and receive channel requires four contiguous 6.25 kHz allocations, providing a total

of 25 kHz bandwidth for each channel. The 700 MHz interoperability channels require 2 contiguous
6.25 kHz allocations to provide a 12.5 kHz channel for 9600 bps interoperability.

Table 2: HPD Channel Specifications

Band MSU Receive MSU Transmit Tx-Rx Off- . )
set Required Allocations
700 764-767773-776  794-797803-806 30 MHz Four 6.25 kHz (25 kHz) for HPD
MHz Two 6.25 kHz (12.5 kHz) for in-
teroperability
800 859-866 806-821 —45 MHz Four 6.25 kHz (25 kHz) for HPD
MHz

MSUs operating in the 700 MHz band have a 30 MHz offset between the receive and transmit
frequencies. MSUs operating in the 800 MHz band have a —45 MHz offset with the transmit frequency
being at the lower end of the 800 MHz spectrum.
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For example, if an HPD site is using 764.000 MHz as the base frequency for the MSU receive (base
radio transmit) channel, then four 6.25 kHz contiguous channels have to be allocated to create a 25
kHz channel that spans from 764.000 MHz to 764.025 MHz. With the 30 MHz offset, the MSU transmit
(base radio receive) channel would be a 25 kHz channel spanning from 794.000 MHz to 794.025 MHz.

Figure 5: HPD Channel — 700 MHz Example
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I 1 I 1
6.25 kHz 6.25 kHz 6.25 kHz 6.25 kHz 6.25 kHz 6.25 kHz 6.25 kHz 6.25 kHz
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764.000 MHz 764.025 MHz 794.000 MHz 794.025 MHz

HPD_aggregate_channels

The HPD system complies with the emissions, spectral efficiency, frequency stability, and transmits
power limitation requirements defined by the FCC for the supported frequency bands.

2.10
Interoperability

The HPD modem hardware is capable of APCO Project 25 data interoperability at 9600 bps to conform
with the current 700 MHz narrowband interoperability requirements defined by the FCC. A total of 32
separate national interoperability data channels are available in the 700 MHz band for situations that
require interagency cooperation. The interoperability channels designated by the FCC have 12.5 kHz
channel spacing and operate at 9600 bps data rate. No interoperability rules currently exist for the 800
MHz band.

A mobile data user can select interoperability mode through the Status Applet that runs on the mobile
data device. The mobile data device can only operate in one mode at a time. Switching between HPD
and interoperability mode causes the connection for the current mode to be terminated before the
connection for the new mode is established.

Since the Status Applet and HPD modem perform all the necessary operations for transition into the
different modes, no other user intervention or custom applications are required. However, the APl does
provide the necessary hooks for switching between modes, if your organization decides to develop any
custom applications that can change the mode.

Interoperability mode only supports a 9600 bps data rate, so any medium bandwidth (tier 2)
applications used in the HPD mode may not experience the same performance when in interoperability
mode. Instead, the 9600 bps interoperability mode is more suitable for lower bandwidth (tier 1)
applications, such as the text message service and simple data queries. Ensure that any MSU
operating in interoperability mode must be within the range of another MSU in interoperability mode for
successful data communication.

2.11
Transmit Power Control

The transmit power control function permits the MSU to adjust its RF transmit power so the required
quality of transmission is achieved with the least amount of radiated power. In this release, MSUs use
an open loop power control calculation to adjust the transmit power.

Each HPD base radio is provisioned with an Open Loop Access Parameter (OLAP) and a Maximum
MSU Transmit Power (MMTP) parameter through CSS. The HPD BR periodically sends these
parameters to the MSUs at the site.

For the transmit power calculation, the MSU measures the received signal strength for a number of
outbound time slots. The MSU then uses the OLAP value and the received signal strength to derive the
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transmit power. If the calculated transmit power exceeds the Maximum MSU Transmit Power, then the
MMTP is used to limit the transmit power.

2.12
MSU-to-MSU Communication in HPD Mode

While the HPD modem hardware is capable of 9600 bps interoperability, the system does not support
direct MSU-to-MSU communication or repeated data communication in the HPD mode. When in the
HPD mode, MSUs only communicate with hosts on the customer networks through the HPD system.

If MSU-to-MSU traffic in the HPD mode is required for messaging or other purposes, then the customer
must implement a custom application or routing function at the customer network. With this type of
setup, a transmitting MSU would be able to send the HPD traffic to the host on the customer network.
The custom application or routing function at the customer network would then route the HPD traffic to
the destination MSU. The custom routing application could define permissions, restrictions, and routing
characteristics for any MSU-to-MSU data. Figure 6: MSU-to-MSU Communication in HPD Mode on
page 39 illustrates how MSU-to-MSU traffic could be routed through a custom application on the
Customer Enterprise Network (CEN).

I:;/ NOTICE: While MSU-to-MSU traffic can be supported in the routing table in the border router or
other routers within the CEN, the user or client application would have to be aware of the other
MSU address to use the routing fabric for this transfer.

Figure 6: MSU-to-MSU Communication in HPD Mode

MSU

MSU - ASTRO 25 HPD Network Customer Network

HPD_msu_to_msu_routing

2.13
User Authentication

The HPD system supports the exchange of user credentials (typically username and password) from
the mobile data device to the destination CEN for user authentication. The credentials are validated
within the CEN using a RADIUS server. The HPD system allows or denies access to the destination
CEN based on the validity of the credentials.

In the GGSN configuration, user authentication may be either enabled or disabled individually for each
CEN access point. If the authentication is configured for a CEN, all MSUs that are assigned to that
CEN must have authentication enabled and must provide the appropriate credentials during the
context activation process.

User authentication settings must be configured in both the HPD modem and in the mobile data
device. The HPD modem authentication settings are used for the internal application, and may be used
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to allow the optional location services application to automatically authenticate with the CEN without
any required interaction from the mobile data device. HPD modem user authentication settings are
configured using the Customer Programming Software (CPS) application. The authentication
selections include PAP, CHAP, or no user authentication.

CAUTION: If using CHAP authentication, disable the ability to store the password on the
Radius server. If the server is configured to store the password, the subscriber is unable to
context activate.

2.14
Dynamic and Static IP Addressing

The HPD system supports both static and dynamic IP addressing for MSUs. For static addressing, the
MSUs are configured with a fixed IP address. For dynamic addressing, the MSUs are assigned IP
addresses dynamically from the HPD system or from the CEN during registration.

IP address settings are defined for each MSU both locally through Customer Programming Software
(CPS) and in the system through the Provisioning Manager application. The CPS settings locally define
whether the static or dynamic addressing is used by the MSU. Provisioning Manager includes a radio
record for the MSU which must be configured with either static or dynamic addressing.

If the static addressing is used, then the static IP address for the MSU must be configured in both CPS
and Provisioning Manager. The assigned IP address for the MSU must be compatible with the IP plan
for the associated CEN. If the dynamic addressing is being used, then the MSU may be assigned an IP
address from either the HPD system or from the CEN.

If the MSU is defined for dynamic addressing, but the radio record for the MSU in Provisioning
Manager includes a static address, then the HPD system (HPD PDR) assigns the provisioned static
address to the MSU. The MSU uses that IP address for the remainder of its HPD service on the
system until it is context deactivated. This allows the IP addresses for all MSUs to be centrally
configured and managed in Provisioning Manager.

If both the CPS and Provisioning Manager settings for the MSU are configured for dynamic addressing,
then the HPD system request a dynamic address for the MSU from the GGSN. Depending on the
configuration of the CEN, the GGSN contacts the DHCP server or RADIUS server on the CEN to
supply an address from a pool of predetermined addresses. The GGSN itself may also be configured
to provide dynamic addresses to MSUs.

If an MSU attempts to context activate with static IP addressing and an invalid IP address, then the
MSU is rejected. If the MSU attempts to use a duplicate IP address that is in conflict with another
device, then the MSU is also rejected or context deactivated.

2.15
Domain Name Service Updates

The HPD system supports Domain Name Service (DNS) updates with a name authority DNS server on
the CEN. This allows dynamic mapping of name strings, known as Fully Qualified Domain Names
(FQDNSs), to IP addresses that have been assigned or approved for an MSU. The DNS update also
includes the reverse mapping of the IP address to the FQDN. These DNS services allow easily
recognizable hostnames to be dynamically assigned to MSUs.

The GGSN can be configured to provide these updates to the DNS servers within each of the CENs.
When a context is successfully completed, the GGSN, (if so configured), pushes the DNS records to
the DNS server at the appropriate CEN.
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2.16
HPD Broadcast Data

The HPD Broadcast Data feature builds on the existing HPD architecture by introducing broadcast data
capability. It uses the best effort delivery, using over-the-air unconfirmed data over the UDP. Since
delivery of the broadcast data is a best effort, the HPD Broadcast Data feature is intended to distribute
outbound only broadcast messages from a fixed host of relatively small data messages to an entire
group or fleet of users, each of which are part of a Broadcast Agency Group.

The smaller the message, the higher is the probability of a proper delivery. In the physical layer, the
smaller number of microslots needed, the higher is the delivery probability; which is the intention of the
term “relatively small data messages” meant to convey here.

Various types of messages can be sent (text messages, text alerts, small images like AMBER alert
photos, and the GNSS coordinates of all fleet members). Due to the lack of the confirmation and lack
of the delivery guarantee, only relatively small portions of the data should be delivered if no other
means of delivery assurance is provided by the application.

Broadcast message initiated by a subscriber is not supported. Subscriber support of dynamic or static
IP on the existing HPD architecture is unaffected by this feature. The HPD Broadcast Data feature is
enabled or disabled at the system level on the UNC. Up to 20 Broadcast Data Agencies can be
configured in the system by Provisioning Manager using reserved IP addresses. A standalone IV&D or
HPD system supports up to 20 Broadcast Data Agencies. An IV&D and HPD overlay system supports
up to 20 Broadcast Data Agencies combined.

In an overlay system, a given Broadcast Data Agency can only be used for IV&D Broadcast or for HPD
Broadcast, but not both. Each HPD subscriber supports up to 8 configured Broadcast Data Agencies.
The configuration of the Broadcast Data Agencies and enabling or disabling of HPD Broadcast Data in
a subscriber is done through CPS. Broadcast messages belonging to a particular Broadcast Data
Agency are delivered to the zones and their sites that are part of the respective Broadcast Data
Agency. This occurs regardless of whether there are Subscribers on the Sites or not. A site replicates
the broadcast message for transmission over each HPD data channel upon receiving a broadcast data
message. A site ensures that all subscribers have the opportunity to receive the message.

2.17
Security

The system provides a number of security features to protect against unauthorized access into the
system. Only properly configured subscribers can register with the system. The customer network may
additionally support user authentication, requiring subscribers to supply a valid user name and some
form of valid passcode (such as a password or pin number).

The system may include an optional, yet highly recommended network interface barrier to provide
isolation and security between the system and any external networks. The network interface barrier
consists of a stateful firewall and an intrusion detection sensor. All traffic passing in or out of the
system is scrutinized and filtered through the firewall. The firewall policy is defined to only accept
services that are required by the customer networks and supported by the system infrastructure. The
addition of the firewall does not change the operation of any supported services. An intrusion detection
sensor monitors network activity at the network interface barrier and alerts the security management
application of any intrusion patterns or signatures.

A core management security server can be installed to manage the network interface barrier, distribute
antivirus updates to the system, and authenticate Network Management users that are remotely
accessing the system.

Devices within the system have been provisioned with supplemental configuration to disable
unnecessary services and to provide enhanced protection against unauthorized access or attacks.
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2.18
Encryption

The system does not currently provide encryption for HPD traffic between the customer network and
the MSUs. If sensitive data packets must be encrypted, the encryption must be performed by
applications or mechanisms outside the system.

2.19
Traffic Tunneling

HPD traffic is tunneled through the system to maintain system transparency and to keep the HPD
traffic isolated from the routing fabric of the system. This tunneling is established for each MSU during
context activation. Inbound traffic is delivered through a tunnel to the Packet Data Router (PDR) in the
home zone of the MSU. Thereafter, the traffic is delivered through another tunnel to the GPRS
Gateway Support Node (GGSN). The GGSN then sends the HPD traffic through an IP-IP tunnel to the
appropriate customer network. This provides isolation, separation, and security between the system
and the HPD data.

Figure 7: Traffic Tunneling

SNDCP Tunnel GTP Tunnel IP-IP Tunnel
From HPD To Customer
Remote Site RNG PDR GGSN Network Interface

HPD_tunneling

2.20
HPD Data Paths

HPD user data can potentially follow one of the three general routes through the system. The route of
the traffic depends on the location of the MSU, the home zone of the MSU, and the location of the
GGSN. The following figure shows an example of three possible routing scenarios.

The first scenario shows an MSU transmitting traffic in its home zone, with the GGSN installed in the
same zone. In this scenario, the MSU sends the HPD traffic over its assigned channel and timeslot.
The HPD base radio forwards the traffic through the HPD site controller to the HPD RNG in the zone.
The RNG sends the traffic to the home zone HPD PDR for the MSU, which is in the same zone. The
PDR terminates the SNDCP tunnel and sends the traffic through a GTP tunnel to the GGSN, which
also is in the same zone in this particular example. No InterZone transactions must occur in this
scenario.
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Figure 8: HPD Data Paths
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The second scenario shows an MSU that has home zone mappings to zone 1, but is currently
operating in zone 2. The traffic is delivered to the RNG in the zone (zone 2), which then forwards the
traffic to the PDR in the MSU’s home zone (zone 1). The PDR then sends the traffic to the GGSN,
which is in the same zone.

The third scenario shows an MSU that is operating in its home zone (zone 2), with a GGSN located in
another zone (zone 1). The traffic is routed through the RNG and PDR in zone 2, then sent to GGSN in
zone 1.

In addition to the paths shown in the figure, there could potentially be more InterZone transactions on
the external DMZ before the traffic ultimately arrives at the customer network.

2.21

HPD System

An HPD system includes one or more zones, with a maximum of seven zones per system. Each zone
includes a zone core which contains all the core infrastructure for controlling system access,
processing traffic, and managing operations. In a multi-zone system, the zone cores are connected
together to allow traffic to flow between the different zone cores as needed. Each zone includes up to
100 HPD remote sites, which provide the RF coverage to the MSUs in the zone. Each remote site is
connected to the zone core in the zone. MSUs can roam between different sites and zones with
continued HPD service.
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Figure 9: HPD System
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2.22
Zone Core

One zone core in the system is designated as the system zone core. This system zone core includes
additional servers for managing the system-level configuration, maintaining system-wide statistics, and
managing the network transport equipment.

The zone core includes the following subsystems:
* Resource management subsystem

« Data subsystem

* Network transport

« Network management subsystem

« Network security subsystem (optional)

Depending on your organization's needs, the following zone core configurations are available. For
more information, see the Master Site — Infrastructure manual.

* Single zone non-redundant
» Single zone redundant
e Multi-zone capable
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Figure 10: HPD Standalone System — Single Zone Non-Redundant
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Figure 11: HPD Standalone System — Single Zone Redundant
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Figure 12: HPD Standalone System — Multi-Zone Capable
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2.23
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NOTICE:

If you do not intend to install an HPD PDG at all zones in a multi-zone system, a filter needs to
be created in the Unified Event Manager (UEM) application to filter out alarms sent by an HPD
PDG when it cannot contact HPD PDGs in other zones. Contact Motorola Solutions support for

filtering UEM events.

L2, M2, and M3 zone cores can be configured with the VMware vCenter application and
redundant PDGs, GGSN routers, and CNI path equipment (RNI-DMZ Firewall, DMZ Switch,
Peripheral Network Routers, Border Routers) to support the High Availability for IV&D and HPD
(HA Data) feature. For more information, see the High Availability for HPD Installation on page

65.

For additional configurations, see the Dynamic System Resilience manual.

Remote Site

HPD remote sites provide the RF interface for mobile data subscribers. Up to 100 HPD remote sites
can be installed per zone to provide RF coverage throughout the region.

46
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Figure 13: HPD Remote Site
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Each remote site is connected to the zone core through a T1 or fractional T1/FT1 Wide Area Network
(WAN) or Cooperative WAN Routing (CWR) connection. An optional redundant link configuration is
also available, whicn allows two T1/FT1 WAN or CWR connections to the zone core. These
connections link system control, Network Management, and HPD traffic between the remote site and
the zone core.

A remote site can also be colocated with the zone core equipment.
For Ethernet interface alternatives, see the Flexible Site and InterZone Links manual.

Each HPD remote site includes a site controller with redundant modules, which locally manages the
channels and mobile subscriber units that are active at the site. Up to five HPD base radios can be
installed at each HPD remote site to provide the physical RF channels for HPD traffic.

The HPD remote site includes the following components:

« Site Gateway

« Site Controller with redundant modules

« Up to five Base Radios

¢ MOSCAD Network Fault Management (NFM) (optional)

Several site controller and base radio hardware configurations are available for the HPD remote site.
The actual configuration selected depends on the number of channels supported or the type of RF
distribution used at the site. The following platforms can be used:

GCP 8000 Site Controller
A standalone component, includes redundant modules.

GTR 8000 Base Radio
A standalone component.
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GTR 8000 Site Subsystem
Includes redundant site controller modules, one base radio, and the RF distribution system (RFDS)

in a single rack.

GTR 8000 Expandable Site Subsystem
A modular chassis that houses the redundant controllers, up to five base radios, and the RFDS
equipment in a single rack.

2.24
Remote Network Management Site

The system supports up to 32 Network Management clients that are located at up to 28 remote
locations. Each Network Management site includes one router and up to three Ethernet switches to
provide the LAN for the Network Management client PCs and printer equipment. The Network
Management site connects to the zone core Cooperative WAN Routing through T1 or fractional T1
links.

Figure 14: Remote Network Management Site
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The remote Network Management site includes the following equipment:
e Site gateway

+ Ethernet LAN switch

* Network Management client

2.25
Control Room Site

A control room site incorporates a remote Network Management site along with a Customer Enterprise
Network (CEN). Like a Network Management site, the control room site includes a site gateway, a
number of Network Management client PCs, and a number of Ethernet switches to provide the LAN for
the site. The site gateway connects to the zone core Cooperative WAN Routing through the frame
relay over a T1 or fractional T1 link.

A control room site also includes customer network hosts and a border router. The border router also
has a T1/FT1 connection to the Cooperative WAN Routing at the zone core. However, this WAN link
ultimately connects to the customer network (DMZ) rather than the zone core. Internal and external
traffic is maintained separately between the zone core and customer networks.
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The Network Management clients and the customer network hosts are also maintained on separate
VLANS at the control room site. Even though the PCs may be connected to ports on the same physical
switches, the internal Network Management traffic and the external customer traffic are kept isolated
and segregated from one another.

Figure 15: Control Room Site
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The control room site includes the following equipment:
e Site gateway

» Border router

e Ethernet LAN switch

* Network Management clients

¢ Customer hosts

2.26
Customer Network Interface

The Customer Network Interface (CNI) is the common access point between the core infrastructure
network and the external customer networks. The CNI provides Network Address Translation (NAT)
services to keep the core IP addresses isolated and transparent to the CENs. The CNI also limits the
IP routing advertisements from the core network.

If an optional network interface barrier is installed, then the firewall is the physical point where the core
network ends. Otherwise, the customer network interface exists at the gateway router.

The customer network interface may support three general types of traffic. These include the following:
» HPD IP bearer services for subscriber data

« Air Traffic Information Access (ATIA) for unidirectional data

« Client/server (CADI and other applications) for bidirectional data
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2.26.1
HPD Services

For HPD IP bearer services, the GGSN originates an IP-IP tunnel which passes through the CNI to the
appropriate customer network or control room site. The border router at the customer network or
control room site terminates IP-IP tunnel and routes the traffic to the appropriate host. The IP-IP tunnel
provides a VPN connection for the HPD traffic and provides IP address isolation between the core
network and the customer network equipment.

Figure 16: Customer Network Interface — HPD IP Bearer Service

Note: CEN A represents a local LAN connection.
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2.26.2
Air Traffic Information Access

For streaming Air Traffic Information Access (ATIA) traffic, the Air Traffic Router (ATR) in each zone
can be set up for unicast or subnet broadcast of the ATIA stream to a customer server. The customer
server is typically a billing or accounting server. The ATR can be configured for redundancy to provide
high availability of ATR services.

ATIA Subnet Broadcast Messaging

By default, the ATR sends ATIA traffic through subnet broadcast mode. The subnet broadcast is sent
through the Network Management VLAN on the zone core Ethernet switch, and delivered to a locally
connected customer server. In subnet broadcast mode, the ATIA packets include a short time-to-live
value which causes the packets to be discarded if they are not immediately delivered to the customer
server.

In addition to the connection to the NM VLAN, the customer server may have a second interface to the
customer network, allowing clients on the customer network to access the billing or accounting
information.

Figure 17: Customer Network Interface — ATIA Subnet Broadcast Messaging
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ATIA Unicast Messaging

When an ATR is set to unicast mode with an IP address of the customer server, the ATR sends the
ATIA traffic through the Customer Network Interface (CNI) to the customer server, which exists on a
customer network.

Unicast mode is preferred as it allows the network interface barrier to protect the core network and
allows the billing server to be located on a customer network. When an ATR is set with an IP address,
it cannot be returned to subnet broadcast mode.

Figure 18: Customer Network Interface — ATIA Unicast Messaging
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High Availability for the ATR

L2, M2, and M3 zone cores can implement the Air Traffic Router (ATR) in a high availability, fault
tolerant configuration. This configuration provides redundancy for the ATR to remove a single point of
ATR failure and minimize recovery times of mission critical services: Computer Aided Dispatch (CAD),
Air Traffic Information Access (ATIA), Mobility, Radio Control Manager (RCM), Provisioning Manager
(PM), and Unified Network Services (UNS). In a high availability configuration, the ATR virtual machine
runs in VMware Fault Tolerance mode on two Virtual Management Servers (VMS).

Fault Tolerance is a VMware feature that creates a standby ATR virtual machine on another VMS and
keeps the standby ATR VM in sync with the primary device. At any given time, one of the two ATR
VMs is the active device, streaming ATIA traffic in its zone, while the other ATR is the standby
(inactive) device, providing redundancy. Only the active ATR is operating on the network and
accessible by environment. Other devices in the system see the High Availability ATR pair as one ATR
device.

The two ATR instances are continuously synchronized so that the standby ATR is able to assume the
active role without loss of state. If the server hosting the active ATR fails, Fault Tolerance triggers a
switchover to the standby ATR, which becomes the active device, ensuring recovery of ATR services.
The previously active ATR that experienced a failure becomes a standby device after the server
recovers.

The active and standby ATR VMs share the same ATR IP address. Hence, the solution is transparent
to external enabled ATR services in the event of switchover.

To implement HA ATRs, your system requires redundant Customer Network Interface (CNI) path
equipment. If your system employs the High Availability for Trunked IV&D and HPD (HA Data) feature,
which provides redundant CNI path equipment (in addition to redundant Packet Data Gateways [PDG]
and GGSN routers), HA ATRs can reuse the redundant CNI path equipment provided by HA Data. The
CNI path consists of the following devices:

e RNI-DMZ Firewall

« DMZ Switch

» Peripheral Network Routers
» Border Routers
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HA ATRs can be implemented in systems with the Dynamic System Resilience (DSR) feature. DSR is
a system architecture that provides redundant zone core equipment by establishing a primary zone
core and a backup zone core usually at two different master site locations. In DSR architectures, both
the active core and the backup core must employ HA ATRs. Implementing HA ATRs either in the
active core or the backup core only is not supported.

2.26.3
Client/Server Interface

For client/server applications between the customer network and the core network, NAT occurs at both
the CNI (gateway router or firewall) and at the border router within the customer network or control
room site.

Figure 19: Customer Network Interface — Client/Server
The following figure shows the customer network interface in a client/server application.
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2.26.4
Traffic Between Customer Networks

In addition to traffic through the CNI, traffic between customer networks is also supported. For this
support to occur, the border routers use network address translation or IP-IP tunneling to isolate IP
addressing between the separate networks. (This was previously handled by the peripheral network).
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2.27
Customer Enterprise Network

The Customer Enterprise Network (CEN) includes all the fixed customer host equipment. This may
consist of various clients, servers, and networking devices that may interact with MSUs through the
HPD wireless network. The equipment and applications at the CEN depend on your organization's
requirements.

Some common types of equipment that may be supported at a CEN include:

RADIUS server

DHCP server

DNS server

Database servers
Application servers

Web servers

File servers
Billing/accounting servers
Logging hosts

Computer Aided Dispatch (CAD) hosts
GNSS tracking hosts
Routing application
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* Client PCs

The HPD system supports up to ten points of presence to CENs. A CEN may be a complete separate
customer network, or may be a separate set of customer hosts that are colocated at a control room site
on a separate VLAN from the Network Management clients at the site.

CENSs may be connected locally to the DMZ, remotely over a WAN link, or remotely to the DMZ at
another zone. The border router provides IP-IP tunneling for inbound/outbound HPD traffic. The IP-IP
tunneling originates at the GGSN and terminates at the border router. The border router may also use
either IP-IP tunneling or Network Address Translation (GNAT) when routing traffic to other CENSs.
Since the border router is considered as a part of the CEN, it is not managed by the Network
Management applications in the HPD system. Instead, it should be managed by CEN Network
Management applications.

Each CEN connection is called an access point and is referenced in the HPD system by an Access
Point Name (APN). This APN is associated to the border router for the CEN. While there may be more
than one CEN, an individual HPD modem and attached mobile data device can only communicate
through one statically configured CEN access point.

2.28
HPD Modem

The HPD1000 modem is a radio transceiver that provides the RF interface between the mobile data
device and the HPD system. When the HPD modem is turned on or enters the coverage area, the
modem automatically registers with the system. When the mobile data device establishes a connection
with the HPD modem, the modem interacts with the HPD system to perform a context activation.

The context activation establishes the path for HPD traffic between the mobile data device and the
CEN. The HPD modem provides the endpoint for the SNDCP tunnel which is the established data
transfer route to the home PDR. Any inbound or outbound traffic between the system and the mobile
data device is passed through the HPD modem.

Figure 21: HPD Modem

HPD_1000_modem_front

The HPD modem can detect instances when a context activation must occur with the Home PDR.
When a PPP link setup, internal application assertion, or IP configuration protocol setup from the
mobile data device has been received, the HPD modem attempts to context activate with the system.
The HPD modem also detects cases where it must context deactivate, including when a PPP link
shutdown message, graceful shutdown, or connection loss with the mobile data device has occurred.

The HPD modem can operate in either HPD mode or interoperability mode. When in HPD mode, the
modem communicates with the HPD infrastructure at rates up to 96 kbps. The HPD modem uses
adaptive modulation to provide reliable traffic delivery to the system throughout the coverage area.
When using interoperability mode, the modem can communicate directly with other HPD modems at up
to 9600 bps.

The HPD modem also includes a GNSS receiver option with an internal location application. This
option can be used to send location information to automatic vehicle location (AVL) applications on the
Customer Enterprise Network (CEN) hosts. The internal GNSS receiver sends location information to
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the CEN, to the mobile data device, or to both. If the optional HPD Modem Enhanced Power Control
Cable (FLN4215) is used between the modem and the mobile data device, location information is sent
to the CEN even when the mobile data device is off or disconnected from the modem.

Location services can be enabled or disabled through Customer Programming Software (CPS). The
maximum number of location requests that are serviced by the HPD modem is also defined through
CPS.

The HPD modem can transport user authentication credentials and acknowledgments between the
mobile data device and the HPD system. Authentication credentials used exclusively for the internal
location application can be configured through CPS. This allows the location application to
independently context activate with the system when the authentication is required.

The HPD modem includes a USB port and an RJ45 Ethernet port. Either port can be connected to a
mobile data device. A USB connection uses the point-to-point protocol (PPP) and an Ethernet
connection uses Point-to-Point Protocol over Ethernet (PPPoE). A GNSS antenna must be connected
to support the internal GNSS receiver. Half-duplex and full-duplex capabilities are supported.

Figure 22: HPD Modem — Block Diagram
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The codeplug for the HPD modem is configured through CPS. The codeplug includes settings for the
Radio ID, important IP addresses, authentication settings, RF characteristics, band and channel
settings, home channels, internal location application settings, network address translation addresses,
and infrastructure IDs that are used during registration and context activation.

Records and profile information are also defined for each HPD modem through the Provisioning
Manager application. The records and profiles specify the Radio ID and define the access and
permissions that are allowed for the HPD modem when it is operating in the HPD system. The
Provisioning Manager and CPS settings must be coordinated for the HPD modem to operate on the
system.

The user can control the HPD modem through the Status Applet on the mobile data device. The Status
Applet can be used to reset, shutdown, or change the IP address of the modem. Switching between
HPD and interoperability mode is also performed through the Status Applet.

2.29
Mobile Data Device

Motorola offers a number of full-featured computers with a rugged construction that would be suitable
for HPD operation in mission-critical mobile environments.

Motorola has tested and certified the following hardware platforms for HPD operation:
e ML 910 Rugged Notebook
* MW 810 Mobile Workstation
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These platforms have been tested and certified using the following operating systems. If Windows
power management features are desired (S3 Standby state), both operating systems require
installation of additional Motorola provided software.

« Windows Vista with Service Pack 2 (SP2)
» Microsoft Windows 2000 (with Service Pack 2 and PPPoE driver installed)
e Windows 7

The mobile data device can connect with the HPD modem through either a USB or an Ethernet
connection. A PPPoE driver must be installed in a mobile data device if it is running Windows 2000 and
uses an Ethernet connection to the HPD modem. To successfully connect with the system for HPD
service, the mobile data device can be loaded with Connection Manager and Status Applet software
provided by Motorola Solutions. Otherwise, other custom applications may be developed by your
organization to manage the connection.

2.29.1

Communication Manager

The Communication Manager application can be installed on the mobile data device to manage and
monitor the logical link to the HPD modem. The application, which resides in the system tray in the

lower right portion of the screen, displays an icon showing the status of the connection to the HPD
modem and indicates whether the mobile data device is context activated.

Figure 23: Communication Manager

Table 3: Communication Manager — Icon Indications

Icon Color Description

Red A red icon indicates that the logical link to the HPD modem is not established.
The mobile data device is not context activated.

Yellow A yellow icon indicates that the logical link to the HPD modem is established. The
mobile data device is not context activated.

Green A green icon indicates that the logical link is established and the mobile data de-
vice is successfully context activated.

White A white icon indicates that the logical link to the HPD modem is out-of-range.

If the link to the HPD modem is lost or not established, the status icon changes to red, and the
Communication Manager automatically attempts to re-establish a connection.

Right-clicking on the Communication Manager icon provides a popup menu, allowing to open the
Status Applet, open the configuration window for the Communication Manager, or toggle the logical link
state (connect/disconnect). The configuration window can be used to configure the following items:

» Select the type of the link option (USB/Ethernet)

» Configure link reconnection attributes

» Configure SNMP connection attributes (used to communicate with the HPD modem)
« Configure the IP address for accessing the HPD modem

* Indicate whether the Communication Manager should automatically start when Windows starts
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* Indicate whether the Communication Manager should enable authentication

¢ Indicate whether the Communication Manager should automatically try to establish the PPP link,
when the link has been broken (Enable Auto-Dialer Feature)

2.29.2

Status Applet — Simplified Mode

The HPD Status Applet has two modes of display called the Simplified and Extended Display. Only one
mode of display can be active at a time. The ‘Simplified Mode’ and ‘Extended Mode’ buttons are used

to switch between the desired mode of display. The Status Applet in minimized mode reveals the HPD
system name and signal strength when pointed to by the mouse cursor.

Figure 24: HPD Simplified Status Applet
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Figure 25: HPD Status Applet (Simplified and Extended) — Icons
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2.29.3
Status Applet — Extended Mode

The Extended Status Applet displays a number of important characteristics about the operation and
status of the HPD modem and mobile data device connection. It displays information about the current
mode of the HPD modem, the registration status, GNSS status, signal strength, transmit/receive
status, and important IP addresses.

The HPD Status Applet's extended display enables a mobile user to select an ASTRO® System with
HPD capabilities to roam to. The user is enabled to manually move the HPD 1000 MSU between a
maximum of five ASTRO® networks that are provisioned in the MSU. The subscriber should use the
extended Status Applet to switch between the systems and choose the system name from the list. If at
least one of the systems requires authentication, a user should change Connection Manager settings
before switching the systems. For additional information on switching between authenticated and non-
authenticated HPD systems, see Troubleshooting HPD Services at the HPD Modem, Mobile Data
Device, and Subscriber on page 96.

For the icons used in the HPD Status Applet, see Figure 25: HPD Status Applet (Simplified and
Extended) — Icons on page 57.
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Figure 26: HPD Extended Status Applet
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Table 4: Status Applet Fields and Buttons

Field or Button

Description

Current Mode

Indicates the current mode of the HPD modem. For HPD service, this field
displays HPD.

Sub Mode Indicates the current submode of the HPD modem. This field does not ap-
ply to this release.

Duplex Mode Indicates whether the HPD modem is operating in duplex mode. This field
may indicate enabl ed (full-duplex) or di sabl ed (half-duplex).

Bandwidth Indicates the bandwidth for the data service being used. For HPD serv-

ices, the bandwidth displays 25 kHz.

Current Site

Indicates the number of the site the HPD modem is affiliated to.

Signal Strength

Indicates the signal strength in dBm.

HPD System

The name of the system that the modem is provisioned/connected to.

Mode Description

Indicates the current mode that the HPD modem is operating in. For HPD
service, this field displays 25 kHz HPD System

RF Registration Sta-
tus

Indicates whether the HPD modem has successfully registered with the
system. The status may be registered or unregistered.

Change Mode

This button allows the user to select the mode that the HPD modem
should operate in. HPD is the only mode supported in this release.

Data Registration
Status

Indicates the status of the context for this mobile data device. The context
status may be active or inactive.

GNSS Status

Indicates the status of the GNSS receiver in the HPD modem.
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Field or Button

Description

Signal Strength

Indicates the signal strength of the outbound channel that this HPD mo-
dem is currently operating on.

Reset Modem

Sends a reset command to the HPD modem, causing the HPD modem to
restart.

Shutdown Modem

Sends a command to shut down the HPD modem.

Modem Unit ID

Indicates the unit ID for the HPD modem (as provisioned through CPS).

WAN [P Address

Indicates the address for the current SNDCP context. If the context is in-
active, this address indicates 0.0.0.0.

Modem IP Address

Indicates the IP address of the HPD modem.

Change Modem IP
Address

This button allows the user to change the IP address of the HPD modem.
This IP Address is used by the Status Applet to communicate with internal
status applications within the HPD modem. After changing the IP address,
the HPD modem must be reset before the changes take effect.

Transmitter Status

Indicates the transmitter status for the HPD modem. Green indicates that
the HPD modem is sending data to the system. Red indicates that the
transmitter is idle.

Receiver Status

Indicates the receiver status for the HPD modem. Green indicates that the
HPD modem is receiving data from the system. Red indicates that the re-
ceiver is idle.

CAHOT

Channel Access Hold-Off Timer — indicates the time in sec remaining until
the Subscriber Unit locking on to a channel in another site due to current
channel failure (or N/A, if the timer is not running) - relevant for Dynamic
System Resilience feature.

CA_Hold_Off timer

Context Activation Hold Off timer — indicates the time in sec remaining un-
til Context Activation (or N/A if the timer is not running) - relevant for Dy-
namic System Resilience feature.

2.29.4

Configuration Communication Manager

The HPD Communication Manager (also included with the Status Applet Tool) provides a logical link
(PPP/PPPOE) connection between the mobile computer and the HPD MSU. The Communication
Manager also monitors the logical link (PPP/PPPoE) as well as the Packet Data Service Registration
status and displays it (through a color-coded icon) in the status bar.
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Chapter 3

HPD Standalone Infrastructure
Installation

This chapter details the installation procedures relating to the HPD standalone infrastructure.

3.1
Site Links

The system supports InterZone and remote site WAN links over T1 and E1 media. The following
sections specify the site link and InterZone link requirements between the different zones and sites in
the system.

E/ NOTICE: For information on implementing Ethernet connectivity between sites and zones, refer
to the Flexible Site and InterZone Links feature manual.

3.1.1
T1 Links

There are different levels of T1s supported by the various devices and different types of transport
mediums supported between the different sites.

Unchannelized T1
The actual T1 format on the line is the same as channelized and fractional. The line supports a
1.544 Mbps bit stream with 192 bits of data and 1 framing bit per frame. In the unchannelized case,
all 24 DSO’s are used as a single serial bit stream of 1.536 Mbps.

Channelized T1
The actual T1 format on the line is the same as unchannelized and fractional. The line supports a
1.544 Mbps bit stream with 192 bits of data and 1 framing bit per frame. The channelized T1 link
supports the ability to have many different serial bit streams of different speeds. Each Serial bit
stream consists of one or multiple DSO’s. The device that supports a channelized T1 link is able to
split the physical 24 channels in groups and treat each group as a separate serial bit stream.

Fractional T1
The actual T1 format on the line is the same as unchannelized and channelized. The line supports
a 1.544 Mbps bit stream with 192 bits of data and 1 framing bit per frame. The Fractional T1 only
uses a subset of the 24 DSO0s on the link for one serial bit stream. There is no real difference
between unchannelized T1 and fractional T, except that unchannelized T1 uses all 24 DSOs and
fractional T1 uses from 1 to 24 DSOs (note that they always start from the first DSO of the T1). In
both cases, the actual formatting of the link is the same.

3.1.2
E1l Links

There are different levels of E1s supported by the various devices. There are different types of
transport mediums supported between the different sites.

Unchannelized E1
The actual E1 format on the line is the same as channelized and fractional. The line supports a
2.048 Mbps bit stream with 1 or 2 time slots (Time slots 0 and optionally 16) used for framing and
alarm and control signaling. Slot 16 may or may not be available depending on the Service
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Provider. In the unchannelized case, 30 or 31 of the 32 DSO0s are used as a single serial bit stream
of 1.920 Mbps or 1.984 Mbps, respectively.

Channelized E1
The actual E1 format on the line is the same as unchannelized and fractional. The line supports a
2.048 Mbps bit stream with 1 or 2 time slots (Time lots 0 and optionally 16) used for framing and
alarm and control signaling. The Channelized E1 link supports the ability to have many different
serial bit streams of different speeds. Each Serial bit stream consists of one or multiple DSOs. The
device that supports a Channelized E1 link is able to split the available physical 30 or 31 channels
in groups and treat each group as a separate serial bit stream.

Fractional E1
The actual E1 format on the line is the same as unchannelized and channelized. The line supports
a 2.048 Mbps bit stream with 1 or 2 time slots (Time slots 0 and optionally 16) used for framing and
alarm and control signaling. There is no real difference between unchannelized E1 and fractional
E1 except unchannelized E1 uses all available 30 or 31 DSO0s. The fractional E1 uses time slots 1—
31 excluding timeslot 16 if used by carrier equipment for signaling (starting from the first DSO0). In
both cases the actual formatting of the link is the same.

3.1.3
HPD Remote Site Links

Each HPD site requires a full T1/E1 or fractional T1/E1 link to the zone core. The link must include
bandwidth for one DSO per HPD channel at the site. A minimum of two DSO0s are required at the site,
even if only one HPD channel is at the site.

Table 5: DSOs Required for HPD Remote Site Links

Number of HPD Channels Number of DSOs Required
1 2
2 2
3 3
4 4
5 5

If the site is configured for redundant site links, then 2 separate links with the same minimum DSO0s
must be supplied between the HPD site and zone core. These links provide primary and backup
connections for high availability.

The individual T1 or E1 lines should support the following recommended specifications.

Table 6: Recommended T1/E1 Line Specifications For HPD Remote Site Links

Specifica-

- . Line .
Link tion (bit er- F_‘ropaga- Availability Fram- Cod- Add_ltlonal Infor-
rors per tion Delay ing . mation
ing
second)
Site 10e-6 5ms 99.999% ESF B8ZS . S|gna||ng clear
Link channel
T1

* Channelized or
unchannelized

* No compres-
sion

Table continued...
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Specifica- Line
Link tion (bit er- P_ropaga— Availability Fram— Cod- Add_ltlonal Infor-
rors per tion Delay ing . mation
ing
second)
Site 10e-6 5ms 99.999% CRC4, HDB3 . S|gna||ng clear
Link No channel
El CRC4 .
» Channelized
¢ No compres-
sion
e CCSonly
3.2

Customer Enterprise Network

The installation of the Customer Enterprise Network (CEN) depends on your organization's
requirements. The network may include various servers, clients, and network devices. Up to 10 CEN
connections are supported system-wide. See the customer network configuration documentation for
CEN installation requirements.

3.2.1
Border Router

The CEN LAN must be connected to the DMZ through a border router. This router provides the access
point into the CEN. The border router may either be supplied by Motorola Solutions or by your
organization. If the border router is supplied by Motorola Solutions, the router is preconfigured for your
system at the factory before it is shipped.

If the border router is supplied by your organization, it must support the following (at a minimum):

Border Gateway Protocol (BGP)
This protocol is used to advertise routes between the peripheral network router and the border
router.

IP-IP tunneling
The border router must terminate IP-IP encapsulated tunnels that provide IP-IP tunneling for HPD
traffic from the GGSN. IP-IP tunneling may also be used for traffic between CENs for peer-to-peer
type applications (many hosts to many hosts with no restriction on who initiates the traffic). IP-IP
tunnels between CENs can only be used if the 2 CENs have coordinated their IP address plan and
IP routing.

Network Address Translation (GNAT)
Traffic between CENs can be sent using GNAT or IP-IP tunneling. GNAT can be used for client/
server type applications. Any type of GNAT mappings can be used (one-to-one, one-to-many, or
many-to-many type translations), but an additional one-to-one GNAT mapping is required in the
border router for the server in a client/server configuration.
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NOTICE:

E Having one border router for the authenticated Subscribers inbound/outbound Unicast traffics
and another border router for the non-authenticated Broadcast Data Agencies outbound
Broadcast traffics is the certified approach by Motorola Solutions for HPD customers that

support Subscriber authentication.

A single border router can be configured to support both the authenticated Subscriber inbound/
outbound Unicast traffics and the non-authenticated Broadcast Data Agencies outbound
Broadcast traffics. This approach is not certified by Motorola Solutions.

Table 7: Border Router Connections

The following table shows typical minimum connections for a border router. If using a border router
supplied by your organization, see the router and customer documentation for the proper installation

and configuration.

Device Port Device Port Notes

Border Router LAN 1 DMZ Switch 4-24, Ports 4-24 on the DMZ switch are avail-
port, RJ45 able for border router connection.
RJ45

Border Router LAN 2 CEN Switch RJ45 See customer network configuration
port, documentation for connection require-
RJ45 ments.

3.2.2

DMZ Switch

A DMZ switch can be installed within each zone that supports a CEN or control room site. The DMZ
switch provides the external LAN for connecting CENs, a peripheral network router, and the HPD
system interface. Peripheral network routers and DMZ switches can be added as required to support
the interface to the CENs. In general, there is one peripheral network router and one DMZ switch per

zone where CENSs exist.

While IP-IP tunneling originates at the GGSN, the physical HPD system interface may either be at the
firewall (if the network interface barrier option is selected), or on the DMZ VLAN port on the zone core

Ethernet switch.

Table 8: DMZ Switch Connections

The following table lists the standard port assignments for the DMZ switch.

Device Port Device Port/ Notes
Type
DMZ Switch 1 Firewall (option- NIC 4, Connection to the optional network
al) RJ45 interface barrier.

IZ/: NOTICE: If the firewall is
not installed, the connec-
tion is made to the DMZ
VLAN on the zone core
Ethernet switch.

DMZ Switch 2 Intrusion Detec-  LAN Mirror port for IDS traffic monitor-
tion Sensor (op- port2, ing.
tional) RJ45

64
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Device Port Device Port/ Notes
Type

DMZ Switch 3 Peripheral Net- LAN1 Connection for the WAN routing of

work Router port, traffic on the customer network.

RJ45

DMZ Switch 4-24 DMZ Devices LAN Connection for locally connected
port, border routers for CENs.
RJ45

3.2.3

Peripheral Network Router
The Peripheral Network (PN) Router provides LAN to WAN connectivity across the customer network.
The router connects with the local DMZ switch and has one or more connections to Cooperative WAN

Routing to support InterZone traffic and traffic to remote control room sites. The router can be installed
with up to 2 UltraWAN daughterboards to provide up to 8 T1/E1 connections.

Table 9: Peripheral Network Router Connections

Device Port/ Device Port/ Notes

Type Type
Peripheral Network LAN DMZ Switch Port Connection to the local DMZ
Router port 1, 3, switch.

RJ45 RJ45

3.3
High Availability for HPD Installation

L2, M2, and M3 zone cores in Common Server Architecture (CSA) systems can be configured with
redundant devices in the data subsystem to provide high availability of data services and automatic
switchover in case of a component failure.

Enabling the High Availability for HPD (HA Data) feature requires:

« Installing the VMware vCenter application and enabling the Fault Tolerance feature for PDGs. See
the ASTRO 25 vCenter Application Setup and Operations Guide.

« Installing redundant GGSN routers. See the GGM 8000 System Gateway or S6000 and S2500
Routers manuals.

» Installing redundant CNI path equipment (RNI-DMZ Firewall, DMZ Switch, Peripheral Network
Routers, Border Routers). See the System LAN Switches, GGM 8000 System Gateway or S6000
and S2500 Routers, and Fortinet Firewall manuals.

For a description of HA Data and operations related to this feature, see the HPD Packet Data
Resource Management manual.
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Chapter 4

HPD Standalone Infrastructure
Configuration

This chapter details the configuration procedures relating to the HPD standalone infrastructure.

4.1
HPD System Configuration with Multiple Managers

The infrastructure of an HPD system is configured, managed, and serviced using the Unified Network
Configurator (UNC), Configuration/Service Software (CSS), and Provisioning Manager applications.

e CSSis used to program all parameters in the site controllers and base radios. See HPD System
Configuration with CSS on page 67.

* UNC is used to program common parameters to the site devices, routers, and LAN switches. See
HPD System Configuration with UNC on page 67.

* Provisioning Manager is used to program various system-level, user-level, and device-level
configuration parameters required for proper system operation. See Provisioning Manager
Configuration for HPD Operation on page 70.

For configuration details, see the Unified Network Configurator and Provisioning Manager manuals and
the Configuration/Service Software (CSS) Online Help.

4.1.1
HPD System Configuration with CSS

The Configuration/Service Software (CSS) application is used to configure parameters for the following
site devices in an HPD system: Base Radio and GCP 8000 Site Controller.

For configuration details, see the documentation for individual site devices.

41.1.1
Frequency Band Plan Settings for HPD Operation

The frequency band plan for HPD operation must be configured directly into each HPD site controller
using the Configuration/Service Software (CSS) application. The Frequency Band Plan records in UNC
apply to IV&D operation and do not have to be configured for HPD operation.

4.1.2
HPD System Configuration with UNC

The Unified Network Configurator (UNC) application must discover and manage the site controllers,
base radios, routers, and LAN switches in an HPD system. Further configuration for routers, such as
enabling link encryption, is also performed with UNC.

Use the UNC Wizard to perform the following tasks:
» Discover devices

« Upload configurations for devices

* Generate changes for non-compliant devices

» Approve jobs (if any)
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For configuration details, see the Unified Network Configurator manual.

4121
Configuring System Settings for HPD Operation with UNC

Procedure:

68

1 From the left pane in the UNC Wizard, select System Configuration and the Basic
Configuration tab.

In the System ID (hex) field, enter the system ID.
In the WACN ID (hex) field, enter the Wide Area Communications Network ID for this system.

4 The Random Access Cluster Length (slots) specifies the minimum number of slots assigned
to a random access cluster. Each TDM slot includes three random access subslots. These
subslots are used by MSUs to reserve an inbound slot for control traffic or packet data service.
The cluster size is calculated as (RACL + 1) x 3. So a Random Access Cluster Length of 1
would have a contiguous total of six random access subslots available to the MSUs. Select the
minimum number of inbound slots that should be used for the random access cluster.

5 The InterZone Debounce Timer (sec) setting determines the amount of time that an MSU must
remain registered in a new zone before it can attempt another registration or location registration
with another zone. This setting is used to keep MSUs from rapidly bouncing between multiple
zones and causing potential problems with the HLR and VLR records in the different zones. Set
this timer to a time between 2 seconds and 30 seconds.

6 For the Support Expanded ASB Capable setting, select Yes to allow the Adjacent Site
Broadcast to include up to 15 adjacent site home channels. Selecting No only allows the
Adjacent Site Broadcast to include up to 7 adjacent site home channels.

E/ NOTICE: Other settings in the Basic Configuration tab are not involved with HPD
services. These fields may be left as their default setting or configured for IV&D services.

Click Submit to save the changes.
Select the Data Configuration tab.

9 Inthe APN Operator ID field, enter an alias name for the data system. Motorola Solutions
recommends using an alias in the form of “labell.label2.gprs” having a total of three separate
labels (separated by periods) that end with “gprs”.

10 Click Submit to save the changes.
11 Select the Timers and Thresholds tab.

12 The HPD FNE SNDCP Queue Dwell Time (sec) defines the maximum amount of time that a
datagram may be retained in the SNDCP queue (within the PDR) before the datagram is
discarded and an ICMP failure message is returned to the sender. If large volumes of HPD
traffic are being sent through the system, then a shorter dwell time may be considered to
prevent the queue from continually reaching capacity. Select an appropriate number of seconds
for the SNDCP queue dwell time.

13 The HPD Standby Timer (hours) defines the amount of time that a context is allowed to remain
active before it is removed from the system (unless a renewal is received first). Enter an
appropriate number of hours that should be allowed before contexts are removed.

14 Select a value for the Mobility Query Timer (sec) field. The mobility query timer is used by the
PDR and RNG whenever a mobility query is made to the zone controller. This timer is used
along with the Outstanding Queries value to keep mobility queries from flooding the zone
controller.

15 For the Outstanding Queries field, select the total number of outstanding mobility queries that a
PDR or RNG can make to the zone controller at any particular time.
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16 The GTP T3 Timer (sec) is used by the PDRs to determine how much time should elapse
before the PDR retries context activation or deactivation messages to the GGSN. Select the
number of seconds that a PDR should allow to pass before retrying context activation
messages.

17 The GTP N3 Number of Attempts is used by the PDRs to determine the maximum number of
context activation or deactivation attempts that should be made before considering that the link
or GGSN has failed. Select an appropriate number of attempts in this field.

18 The LLC Timer (sec) and LLC Number of Attempts are not used for HPD operation. Use
default values for these fields.

19 The LLC User Plane Window Size defines the number of outstanding frames of that may be
sent without receiving acknowledgment. Select the number of unacknowledged user data
frames that the system can have outstanding at any given time.

E NOTICE: The LLC User Plane settings take time to propagate through the system. MSUs
are not affected by the changes until they have had a context renewal or new context
activation with the system.

20 The LLC User Plane Number of Confirmed Retries (Inbound) value is used by MSUs to
determine the maximum number of retries that may be made for inbound user data over the air
interface. This value is broadcasted to MSUs that are registered on the system. An MSU may
attempt an initial transmission plus the maximum number of retries defined in this parameter.
Select an appropriate number of inbound retries that should be allowed for MSUSs.

21 The LLC User Plane Number of Confirmed Retries (Outbound) value is used by HPD PDRs
to determine the maximum number of retries that may be made for outbound user data over the
air interface. A PDR may attempt an initial transmission plus the maximum number of retries
defined in this parameter. Select an appropriate number of outbound retries that should be
allowed.

22 The LLC User Plane Response Timer (msec) defines the amount of time that an HPD PDR or
MSU should wait before retransmitting outbound user data that has not been acknowledged.
This value is sent to MSUs that are registered with the system. Select an appropriate response
time.

23 Click Submit to save the changes.

4.1.2.2

Adjacent Site Settings for HPD Operation

Adjacent site records define the adjacent sites that are used by Mobile Subscriber Units (MSUs) for
scanning and mobility. Records should be created for each HPD site in the system to allow the proper

adjacent site lists to be broadcasted to the roaming MSUs. Only HPD sites should be configured as
adjacent sites for HPD operation.

See the Unified Network Configurator manual for more information on adjacent site configuration.

4.1.2.3

APN Configuration in the GGSN

Any Customer Enterprise Network (CEN) that is accessed by Mobile Subscriber Units (MSUSs) in the
system must be configured in the GPRS Gateway Support Node (GGSN) router through the Unified

Network Configurator (UNC) application. Each CEN is identified by an Access Point Name (APN) that
is provisioned in the GGSN configuration.

This APN is used by MSUs during context activation to establish the path to the appropriate CEN. For
more information, see “GGSN Router Management” in the Unified Network Configurator manual.
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@ IMPORTANT: Each HPD Radio record in the Provisioning Manager application must also be
provisioned with an APN for the CEN that is used by the MSU.

4.1.2.4
Configuring APN to GGSN Mappings

APN to GGSN mappings are configured in the Unified Network Configurator (UNC) application and
provisioned via UNC in the Packet Data Gateway (PDG). To configure a mapping, first you need to
create Access Point Name (APN) records and then provision the GGSN zone ID for the primary and
backup core PDG. The PDG calculates the GGSN IP address based on the GGSN zone ID and the IP
plan.

When and where to use: Perform this process to configure an APN to GGSN mapping for the PDG
using UNC.
Process:

1 Inthe UNC Wizard, create an APN record for each Customer Enterprise Network (CEN) that is
accessed by Mobile Subscriber Units (MSU) in the system. See “Creating an APN” in the Unified
Network Configurator manual.

2 In the UNC Wizard, configure the primary and backup core PDG GGSN zone IDs on the PDG
GGSN Configuration tab in the Zone Configuration wizard. See “Updating a Zone-Level
Setting” in the Unified Network Configurator manual.

4.1.3
Provisioning Manager Configuration for HPD Operation

The following Provisioning Manager application objects must be properly configured for an HPD
system. Since the HPD feature does not include telephone interconnect equipment, talkgroups/
multigroups, console equipment, or voice services, all the other Provisioning Manager objects typically
do not need to be configured or changed.

Additional information for the following and other Provisioning Manager objects is provided in the
Provisioning Manager Online Help.

e System

» Access Point Name

* Radio Site Access Profile

« HPD Radio

« Broadcast Data Agency

¢ Home Zone Map

« Security Group

» ZoneWatch profiles, watch windows, and filters

4.1.3.1
Configuring the System for HPD Operation with Provisioning Manager

Perform this process to configure the Provisioning Manager application records for HPD operation.

Process:
1 Set up security groups and Network Management user accounts:
e Security Group — add Security Group records to partition user access if necessary.
2 Configure the system-level objects:
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¢ System — configure the system parameters.

» Access Point Name — configure the APN Network IDs that identifies the IP network
associated with a subscriber.

3 Configure subscribers:

» Radio Site Access Profile — create profile records that define the sites that can be used by
a number of radios.

« HPD Radio — create radio records for each MSU that is operating on the system.
« Broadcast Data Agency — configure users as part of a Broadcast Data Agency.

* Home Zone Map — define the home zone mapping ranges for the individual radios (talkgroup
and multigroup mappings are not required).

4 Configure ZoneWatch filters, watch windows, and watch profile settings.

4.1.3.2
Configuring System Settings for HPD Operation Using Provisioning
Manager

The following procedure explains the System record settings required for HPD operation.

Procedure:

1 In Provisioning Manager, select the System object in the System tab. Select the system record
and click Edit.

In the System Alias field, enter a unique alias name for the system.

In the Security Group field, select the security group that the system should be associated with.
In the System ID (hex) field, enter the system ID.

In the WACN ID (hex) field, enter the Wide Area Communications Network ID for this system.

o O~ W N

Click the Apply button to save the changes. Close the configuration window.

4.1.3.3

Radio Site Access Profile for HPD Operation

The following Provisioning Manager application objects must be properly configured for an HPD
system. Since the HPD feature does not include telephone interconnect equipment, talkgroups/

multigroups, console equipment, or voice services, all the other Provisioning Manager objects typically
do not need to be configured or changed.

4.1.3.4
Configuring HPD Radio Settings for HPD Operation

An HPD Radio record must be created for each HPD radio operating in the system. The record defines
a number of parameters related to the identity, data configuration and capabilities of a radio.
Procedure:

1 In Provisioning Manager, select the HPD Radio object in the Subscriber tab. Click New to add
a new HPD radio record.

2 Inthe Radio ID field, enter the unique number that refers to a specific radio on the system. The
Radio ID associates the radio with a home zone, according to the individual home zone mapping
configuration.
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3 Inthe Radio Serial Number field, enter the unique serial number of a specific radio on the
system. This unigue serial number is part of the radio’'s programming. The zone controller uses
this number to link a radio ID to an alias.

4 In the Radio User Alias field, type a unique name for this radio user.
In the Security Group field, select the security group that this record should be associated with.

For the IP Address Type field, select either Static or Dynamic. Selecting dynamic addressing
allows the GGSN or a RADIUS/DHCP server on the CEN to assign an IP address to the MSU
during registration. Selecting static addressing requires the MSU to supply an IP address during
registration. If the MSU does not supply a static address, the system assigns the MSU with the
static address given in the next step.

7 If the static addressing was selected, enter a unique IP address for the radio user in the IP
Address field.

8 For Source Address Checking, select whether the system should verify the source IP address
for all traffic originating from this radio user. If On is selected, the system discards traffic with
improper source IP addresses.

9 For Generate ICMP Message, select whether the system should generate ICMP response
messages for failed delivery of messages that were originated by this radio user. If Off is
selected, the radio does not receive any ICMP responses from the system for failed delivery of
IP datagrams.

10 In the Primary Core Access Point Name and Backup Core Access Point Name fields, select
the APN Network ID for the appropriate CEN that this radio is accessing.

11 In the Radio Site Access Profile field, select the Radio Site Access Profile to be used for this
radio.

@ IMPORTANT: The profile must include only HPD sites.

4.1.35
Home Zone Mappings for HPD Operation

For HPD operation, all the individual ID blocks must be assigned to home zones. Talkgroup and
multigroup IDs do not apply to HPD operation. Use default settings for talkgroup and multigroup ID
mappings.

4.1.3.6
Configuring ZoneWatch Windows for HPD Operation

ZoneWatch filters and watch windows are configured in Provisioning Manager. Watch window records
define how ZoneWatch operates, and may include a humber of configurable filters to select the type of
events to be displayed in ZoneWatch.
Procedure:
1 In Provisioning Manager, select the appropriate Watch Window object in the Applications tab.
2 Click New to add a new watch window.
3 Inthe Radio Type Filter field, select one of following options:
« HPD to display events for HPD MSUs only
¢ All to display events for all subscribers in the system (IV&D and HPD)
4 Enter the other filter settings and click Apply.
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5 If any other filters should be applied to only view events from particular HPD sites, channels, or
MSUs, first configure the necessary filters (Site Filter, Channel Filter, Radio ID Filter, or Radio
Range Filter records). Then add the filters to the appropriate watch window and make any other
related configuration changes. See the Provisioning Manager Online Help for more information
about creating filters.

4.2
MSU Configuration Requirements

Each HPD modem and mobile data device must be properly configured for HPD operation. Any
configuration performed for each device must be compatible with the settings made in the Provisioning
Manager and CEN applications.

42.1
HPD Modem Configuration Requirements

The following table shows the typical configuration settings that are recommended for the HPD
modem. Leave the default values for any Customer Programming Service (CPS) settings not listed in
the following table. See the CPS online help for additional information about fields and settings.

Table 10: HPD Modem Configuration Requirements

IMPORTANT: You can preconfigure the HPD modem with several trunking systems with
different Home System IDs. The requirement is that at least one system is predefined.

Object Tab Field Setting
Radio Wide General Power Button Select checkbox
Radio Wide Modem Wide Subscriber IP Address Leave default address
Data SNMP Traps Select checkbox
ICMP Echo Select checkbox
Radio Wide Location Location Enable Select checkbox
GNAT List GNAT Entry -1 WAN Port 4001
LAN Port 4001
Static GNAT IP Address <| P address>
Trunking HPD Trunking Operational Bandwidth 25 kHz
Configuration Duplex Mode Select appropriate duplex
mode
Trunking Sys- General Home System ID Set the System ID (in hexa-
tem-1 decimal format) as defined in
Provisioning Manager
Home WACN ID Set the Wide Area Communi-

cation Network ID (in hexadec-
imal format) as defined in Pro-
visioning Manager

Unit ID Set the Radio ID for this unit,
as defined in Provisioning
Manager

HPD System name Select the system name

Table continued...
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Object Tab Field Setting
Trunking Sys- Authentication Strict Authentication Select checkbox if the authen-
tem-1 Tab tication is required

Indicate Context Loss
through PPP

Select checkbox

MC Authentication Type

Select CHAP, PAP, Both, or
None.

A CAUTION: If using

CHAP authentica-
tion, disable the abil-
ity to store the pass-
word on the Radius
server. If the server
is configured to store
the password, the
subscriber is unable
to context activate.

MSU Authentication Type

Select None

MSU Authentication
Username

Not required in this release

MSU Authentication
Password

Not required in this release

Trunking Sys- Band Plan (add Band Plan Identifier 0

tem-1 800 MHz entry)  gand Plan Channel 25.000
Bandwidth (kHz)
MSU Transmit Offset Minus (-)
Sign
MSU Transmit Offset 45.00000
(MHz)
Channel Spacing (kHz) 6.250
Base Frequency 851.01250

Trunking Sys- Band Plan (add Band Plan Identifier 1

tem - 1 700 MHz entry)  g.1d plan Channel 25.000
Bandwidth (kHz)
MSU Transmit Offset Plus (+)
Sign
MSU Transmit Offset 30.00000
(MHz)
Channel Spacing (kHz) 6.250
Base Frequency 764.01250

Trunking Sys-
tem-1

Static Channels

TX Channel Frequency

Set to the actual transmit fre-
quency for the MSU

RX Channel Frequency

Set to the actual receive fre-
quency for the MSU

74
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Object Tab Field Setting
Static Channel Bandwidth  25.000
(kHz)

Trunking Sys- BW Preference Bandwidth 25.000

tem-1

Preference Value

Select Always Preferred

Trunking Sys-

HPD Advanced

All fields

No changes from the defaults

tem-1 are required

Trunking Per- General Protocol Type HPD

sonality - 1 System & ID 1

Trunking Per- Preferred Sites Site ID (Hex) 1

sonality - 1 Preferred Status None
System ID — RFSS ID 1

Zone Channel Zone Zone Type any desired zone name
Assignment - 1
Zone Channel Channels Channel name Type any desired channel

Assignment - 1

name

Personality Type

Trk

Personality #

1

Talkgroup #

Not applicable

Talkgroup

Not applicable

4.2.2

Mobile Data Device Configuration Requirements

To support the Status Applet and Connection Manager applications, the mobile data device must be
running a Windows operating system in one of the supported versions.

* Windows Vista with Service Pack 2 (SP2)

* Windows 2000 with Service Pack 2 (SP2) and a PPPoE driver (to support the PPPoE protocol if an
Ethernet connection is made to the HPD modem)

* Windows 7

If Windows power management features are desired (S3 Standby state), the supported versions of
Windows require installation of additional Motorola Solutions provided software.

SNMP/SNMP Trap Service must be enabled for the Status Applet to work properly (if not already
configured). Setting Up a Mobile Data Device for HPD Service on page 76 explains the overall
process to configure a mobile data device for HPD operation with the Connection Manager and Status
Applet on a Windows-based operating system. The Status Applet and Connection Manager are
installed together as a single package onto the mobile data device. For additional details about
installation and configuration requirements, see the Status Applet online help.
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4221
Setting Up a Mobile Data Device for HPD Service

Procedure:

1 If intending to use the Status Applet and Configuration Manager applications, verify that the
mobile data device has the appropriate operating system and required service pack or drivers as
necessary.

* Windows Vista with Service Pack 2 (SP2)

* Microsoft Windows 2000 with Service Pack 2 (SP2) and a PPPoE driver for Ethernet
connection to the HPD modem

e Windows 7
2 Verify that the SNMP Service and SNMP Trap Service are enabled.

a Open the Microsoft Windows Services window (located in the Control Panel menu within
the Administrative Tools submenu).

b Select the SNMP Service item from the list. If the Startup Type is not set to Automatic, right-
click on the row and select Properties rom the popup menu. In the Startup Type field, select
Automatic and click OK. In the upper left portion of the screen select Start to start the
service.

¢ Configure the SNMP Trap Service item in the same manner. Configure the Startup Type as
Automatic and start the service if necessary.

3 Run the setup program on the Status Applet CD to start the installation. When the first setup
window appears, click Next.

4 Select a destination folder for the Status Applet files and click Next.
a Inthe MSU IP Address field, enter the IP address of the HPD modem. This is the IP address
that the Status Applet uses to send data traffic through the HPD modem.

b Select PPP if using a USB connection to the HPD modem, or select PPPoE if using an
Ethernet connection.

c Select the Select Autostart Status Applet on Windows Startup checkbox if you wish to
have the Status Applet and Configuration Manager automatically start when the mobile data
device starts up.

d Click Next to continue to start the installation.
After the installation is complete, click Finish to close the setup program.
Install any other applications that will be needed for the users on the mobile data device.

4222
Changing Settings in Communication Manager

The Communication Manager configuration defines the settings that are used when connecting and
communicating with the HPD modem. These settings may be changed after the initial installation to
configure a different IP address for the HPD modem, automatically start the Communication Manager,
and configure the link options. See the Communication Manager online help for additional details about
these settings.
Procedure:

1 If the Communication Manager icon is not located in the system tray, open the Status Applet.

The Status Applet opens and the Communication Manager icon is displayed in the system tray.

76 Send Feedback


http://docsurvey.motorolasolutions.com

MNOO03302A01-A
Chapter 4: HPD Standalone Infrastructure Configuration

2 Right-click on the Communication Manager icon and select Configuration Settings from the
popup menu, or double-click the icon to open the configuration window.

3 In the Communication Manager configuration window, check and update any necessary
settings. See Table 11: Communication Manager — Configuration Window Settings on page 77
and the Communication Manager online help for more information about these settings.

4.2.2.3

Communication Manager — Configuration Window Settings

Table 11: Communication Manager — Configuration Window Settings

The following table explains each of the fields that can be configured in the Communication Manager
configuration window. For more information, see the online help that is supplied with the

Communication Manager.

Field

Description

Link Options

Select Use PPP Over USB if connecting to an HPD modem through a
USB cable. Otherwise, select Use PPPOE if connecting to the HPD mo-
dem through an Ethernet cable.

Link Reconnect —Re-
connect Attempts

This setting defines the maximum number of retries (up to 10) that the
Connection Manager tries when connecting with the HPD modem. After
the maximum number of attempts, the Connection Manager considers the
link to the HPD modem is not available and displays a popup window indi-
cating the problem.

Link Reconnect —
Time Between Recon-
nect Attempts

This setting defines the number of seconds that should elapse between
retries when establishing a connection with the HPD modem. This can be
configured for 1-300 seconds.

SNMP Options —
SNMP Request Re-
tries

This setting defines the maximum number of SNMP request retries (2-20)
that the Communication Manager when establishing an SNMP session
with the HPD modem. A popup window is displayed if the maximum num-
ber of retries fails during a session connection.

SNMP Options —
SNMP Request Time-
out

This setting defines the timeout length that the Communication Manager
uses when establishing an SNMP session with the HPD modem.

Modem IP Address

This field should be configured with the IP address of the HPD modem.

Run this program
when Windows starts

This checkbox can be selected if the Communication Manager should au-
tomatically be started when Windows is started.

4.3

Customer Enterprise Network Configuration Guidelines

The Customer Enterprise Network (CEN) configuration must be defined by your organization. The
following sections explain a number of general guidelines that may be considered when setting up the
customer enterprise network to work with the HPD system.

The HPD system uses many addresses in the 10.x.x.x and 172.x.x.x networks. Ideally, these should
not be used for translated addresses in the DMZ, and if they are, then take considerable care in
coordinating exactly which addresses are used. The best addresses to use would be in the 192.168.x.x
range if they are available and are not used in any of the CENs.
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43.1
RADIUS Server Guidelines

The HPD system supports user authentication between MSUs and a RADIUS server on the CEN. If
configured, the GGSN can pass user authentication credentials and responses between the MSUs and
RADIUS server during context activation. The type of RADIUS server used (if any) and the
configuration of the server is left to your organization. The system can support PAP and CHAP
authentication protocols.

CAUTION: If using CHAP authentication, disable the ability to store the password on the
Radius server. If the server is configured to store the password, the subscriber is unable to
context activate.

The GGSN should be defined as the Remote Authentication Server. The common secret key should be
provisioned in both the GGSN and RADIUS server.

RADIUS users should be defined for each MSU assigned to the CEN. This includes both the mobile
data devices and automatic vehicle location applications (optional) that are assigned to the CEN. The
authentication credentials used must be coordinated between the MSU and the RADIUS server.

Both a primary and secondary RADIUS server can be defined in the GGSN configuration for each
APN/CEN.

4.3.2
DHCP Server Guidelines

The HPD system can be configured to request dynamic IP addresses from a DHCP server on the CEN
during MSU context activations. The GGSN may be configured with the addresses of both a primary
and secondary DHCP server. The type of DHCP server used (if any) and the configuration of the
server is left to your organization. The RADIUS server can be configured as a DHCP server to provide
dynamic IP addresses.

If configured, the GGSN makes a request from the DHCP server with an IP address within the
boundaries of the IP address pool. This IP address used by the GGSN must be coordinated with the
provisioned pool of IP address pool in the DHCP server.

4.3.3
DNS Server Guidelines

The HPD system supports Domain Name Service (DNS) updates with a name authority DNS server on
the CEN. This provides dynamic mapping of a name string, known as a Fully Qualified Domain Name
(FQDN) to the IP address that has been assigned or approved (in the static IP addressing case) for an
MSU. This allows the customer network hosts to address MSUs using that MSUs domain name. The
DNS update also includes the reverse mapping of the IP address to the FQDN.

The FQDN is formed from multiple components of statically configured information. Statically
configured information includes a system owner prerequisite string (such as hpd.cen20) and what is
called the Mobile Station International Subscriber Directory Number (MSISDN). The FQDN is in the
form of <MSI SDN><Syst em Omner Prerequisite String>.

The MSISDN is assigned to a mobile host upon activation. The components of the MSISDN include the
system ID, WACN ID, and digits from the MSU's layer 2 ID. These components are translated from
their hexadecimal values nibble by the nibble (half a byte or 4 bits at a time) into an ASCII character to
form an ASCIlI MSISDN string. This is then combined with the system owner prerequisite string to
create the FQDN. Example: ¢620100000e0df659f.hpd.cen20

The type of DNS solution used (if any) is left to your organization. The GGSN can be provisioned to
provide updates during MSU context activations to one DNS server per CEN.
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Chapter 5

HPD Standalone Infrastructure
Optimization

This chapter contains the optimization procedures and recommended settings relating to the HPD
standalone infrastructure.

5.1
TCP Applications Performance

TCP is an end-to-end, connection-oriented protocol that is used by many services and applications.
TCP-based services include SFTP, HTTP, telnet, and SMTP. Many off-the-shelf commercial
applications also use TCP for flow control and end-to-end confirmation of packet delivery.

As a protocol, TCP was originally designed for use over wired networks. Wireless networks (like the
HPD system) have different attributes such as random packet loss, latency, and variable bandwidth
that can have impact on the performance of TCP-based applications.

To enhance end-user performance and reduce radio channel bandwidth utilization, Motorola Solutions
highly recommends installing the following software on the hosts and mobile data devices.

e TCP optimization software
* Web acceleration software
« Compression software

If TCP-based applications are running over the network, the optimization software optimizes packet
transmissions for wireless transport and minimizes TCP acknowledgment traffic. Web acceleration
software can provide enhanced performance for browsing and downloading content from web servers.
Compression software helps file transfers to be made more quickly while using less total bandwidth on
the system.

If custom applications are being developed, it is recommended that the applications use User
Datagram Protocol (UDP) when possible. UDP is a simpler protocol that does not perform packet
acknowledgments, congestion control, or retransmission of lost or damaged packets. It is a
connectionless protocol that does not have any of the wireless performance issues that are
experienced by TCP-based applications. Since UDP does not provide flow control, retransmission, and
end-to-end confirmation of traffic, any UDP-based applications would have to perform this functionality
at higher layers, if necessary.

Any handling or control of the TCP-based applications is outside the scope of the HPD system. The
end-to-end TCP connections, flow control, and retransmissions are handled exclusively by the
customer network hosts and the mobile data devices. The HPD system only provides the wireless
medium between the MSUs and the customer hosts.
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Chapter 6

HPD Standalone Infrastructure
Operation

This chapter details the tasks that you perform once the HPD equipment is installed and operational on
your system.

6.1
Connecting a Mobile Data Device for HPD Service

This procedure explains how to use the Connection Manager on a mobile data device to establish a
connection with the Customer Enterprise Network (CEN).
Procedure:
1 Turn on the HPD modem and mobile data device.
The HPD modem registers with the system upon power-up. If the Connection Manager is
configured to automatically start, it attempts to establish an active context with the system.
2 If the Connection Manager is not configured to power-up automatically, double-click the Status
Applet icon or select the Status Applet from the Start menu.
The Status Applet opens and the Connection Manager icon appears in the system tray. A login
window also opens.

3 Type the appropriate user name and password into the login window. If you wish to store the
password so it does not have to be re-entered during each login, select the Save Password
option.

4 Click OK to initiate the context activation request.

The Connection Manager icon becomes green and a message appears indicating successful
context activation.

5 Click OK to close the context activation message window.

The Status Applet displays the RF Registration Status as Registered and the Data Registration
Status as Active.

6 If there are any problems, the Connection Manager makes additional attempts to context
activate. After the maximum number of retries are made (according to the Connection Manager
configuration), an error window appears indicating that the connection was unsuccessful. Check
the Connection Manager and Status Applet for details.

6.2
Use of MSU Applications with HPD Service

After a mobile data device has been context activated, the IP path to hosts on the Customer Enterprise
Network (CEN) is available to the MSU. The MSU can begin using IP-based applications and sending
inbound traffic over the IP bearer service transparently as if the MSU were physically connected to the
CEN.
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6.3
Use of CEN Applications with HPD Service

For a Customer Enterprise Network (CEN) host to send outbound traffic, the destination MSU must be
context activated. If the MSU is not context activated with the CEN, then the host receives an ICMP
response from the system. Otherwise, the CEN host can communicate with the MSU in a transparent
fashion as if the MSU were physically connected to the CEN.

6.4
Terminating a Connection with the HPD Service

This procedure explains how to terminate the context on the mobile data device using the Connection
Manager and Status Applet.

Procedure:

1 Right-click on the Connection Manager icon and select Disconnect PPP Session from the
popup menu.
The Connection Manager icon turns yellow, indicating that the context is deactivated. A popup

message appears indicating that the context is deactivated. The Status Applet indicates that the
HPD modem is registered and the data registration service is no longer active.

Click OK to close the window.

To turn off the HPD modem, click the Shutdown Modem button on the Status Applet. If HPD
services are no longer required, you can also close the Status Applet and Connection Manager.

6.5
MSU Registration and Context Activation in the System

Operators using fixed network equipment may wish to check and monitor the online status of MSUs in
the system. To determine if an MSU is registered, you can check for registration update messages in
ZoneWatch. To check both the registration status and context status for an MSU, you can check the
mobile device information through the PDG Local Configuration Interface at the home zone of the
MSU.

6.5.1
MSU Registration Status in ZoneWatch

Registration events can be viewed through the Raw Display window in ZoneWatch. Mobility update
messages can be used to display when an MSU has registered with the system. ZoneWatch only
shows registration status messages for MSUs within the zone. Deregistration events for HPD modems
within the zone and any other events for MSUs outside the zone are not displayed in the Raw Display
window.
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Figure 27: ZoneWatch — MSU Registration Messages
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6.5.2
Checking MSU Registration Status with Affiliation Display

You can use the Affiliation Display application to view MSUs that are affiliated within a zone.

Procedure:
1 Open the Affiliation Display application.

2 To display the status of an individual MSU, select Radio Viewer from the View menu. Type the
radio ID or alias for the MSU in the text box of the Radio Viewer to display the status of that
particular MSU within the zone.

3 To display MSUs that are affiliated to the sites within the zone, select Site Viewer from the View
menu.

4 In the Site Viewer, click Add All Sites to display all the sites within the zone. The number of
affiliated radios (MSUSs) is displayed for each site.

5 To view all the MSUs at a site within the list, select the row for the site and click the View
Radios button.

6.5.3
Checking MSU Context Status with PDG Local Configuration
Interface

A Mobile Subscriber Unit (MSU) must be context activated before hosts on the Customer Enterprise
Network (CEN) can send traffic to the MSU. The context activation status for MSUs can be viewed in
the system through the PDG Local Configuration Interface. This interface displays the registration and
context activation status only for MSUs that are provisioned and mapped to the same zone where the
PDG is located. When logging into this interface, be sure to select the appropriate PDG that is in the
home zone of the MSU.

Procedure:

1 Launch the VMware vSphere Client from the Windows-based device where the application
resides.

A dialog box appears prompting for an IP address, user name, and password.

2 Logon:
a Inthe IP address field, type the IP address of the ESXi server where the PDG is located.
b In the user name field, type r oot .

¢ Inthe password field, type the root password of the ESXi server.
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d Click Log in.
The vSphere Client Inventory window appears

3 Select the PDG virtual machine from the left pane. Click the Console tab.

The Console tab appears.

4 Click on the screen. Press ENTER.

The Login screen appears.

5 Type the appropriate user name (r oot ) and password. Press ENTER.

You are successfully logged in and the command prompt appears.

6 Type adm n_nenu. Press ENTER.

The main PDG administrator menu appears.

7 Select Application Administration. Press ENTER.

The Application Administration menu appears.

8 Select Application Specific Management and Operations. Press ENTER.

The Application Specific Management and Operations menu appears.

9 Select PDG Local Configuration. Press ENTER.
The PDG Local Configuration menu appears.

10 Select View Mobile Device Information. Press ENTER.

The View Mobile Device Information window appears.

11 Type the radio ID for the MSU to be checked. Select Submit. Press ENTER.

E/ NOTICE: If the MSU is not registered or context activated, it does not display any active
context information.

The mobile device information appears for the selected MSU. The window displays the
registration status and context information, including the provisioned and currently used IP
address for the MSU, and the APN for the CEN that the MSU is active with.

12 To exit from the administrator menu, type q and press ENTER.

The command prompt appears.

6.6
InfoVista Reports for HPD Devices

InfoVista is a customizable performance management application that interfaces with the HPD PDG
and other equipment in the system. The application can produce a number of valuable reports for
monitoring different aspects of HPD network performance. The following sections describe the
InfoVista reports that are available for HPD-related equipment.

6.6.1
HPD PDR InfoVista Reports

InfoVista generates reports for HPD PDR.

* Roaming and Registration Statistics Report
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* ICMP Traffic Report
» |P Bearer Statistics Report
» Message Overload Protection Statistics Report

6.6.1.1
Roaming and Registration Statistics

The Roaming and Registration Statistics report indicates registration events, mobility queries, and
InterZone roaming events.

Table 12: InfoVista — HPD PDR Roaming and Registration Statistics

Measurement Description

SNDCP Registration Requests re- Indicates the number of SNDCP registration requests re-
ceived by the PDR ceived by the HPD PDR.

Queries sent to Zone Controller Indicates the number of mobility queries that the HPD PDR
from the PDR has sent to the zone controller.

Queries sent to Zone Controller Indicates the number of queries sent to the zone controller
with no Response from the HPD PDR with no response.

Number of the subscriber Inter- Indicates the number of subscriber InterZone roams being
Zone roams handled by the HPD PDR.

6.6.1.2

ICMP Traffic

The ICMP Traffic report displays the number of inbound/outbound ICMP messages being sent and
indicates the total number of ICMP messages that have been generated and discarded by the HPD
PDR.

Table 13: InfoVista — HPD PDR ICMP Traffic

Measurement Description

Inbound ICMP messages Indicates the number of inbound ICMP messages from
MSUs that have been forwarded by the HPD PDR.

Outbound ICMP messages Indicates the number of outbound ICMP messages forwar-
ded to MSUs by the HPD PDR.

ICMP messages discarded Indicates the number of ICMP messages that have been dis-
carded.

ICMP messages generated Indicates the number of ICMP messages that have been

generated by the HPD PDR.
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6.6.1.3
IP Bearer Statistics

The IP Bearer Statistics report displays inbound/outbound HPD activity and indicates the number of IP
packets that have been discarded by the HPD PDR.

Table 14: InfoVista — HPD PDR IP Bearer Statistics

Measurement Description

Outbound IP Packets Indicates outbound IP packets forwarded by the HPD PDR
that are destined for MSUs.

Inbound IP Packets Indicates inbound IP packets from the MSUs that have been
forwarded by the HPD PDR.

IP Packets discarded Indicates inbound/outbound IP packets that have been dis-
carded due to ingress filtering or bad IP headers.

Broadcast IP Packets The number of broadcast messages received by the PDR.

Broadcast Packets Discarded The number of broadcast messages received by the PDR
that were not deliverable (and were generated ICMP error
messages).

Broadcast Packets Dropped The number of broadcast messages received by the PDR

that were not deliverable, due to buffer overload (and were
not generated ICMP error messages).

6.6.1.4
Message Overload Protection Statistics

The Message Overload Protection Statistics report displays the number of dropped messages due to
overload protection.

Table 15: InfoVista — HPD PDR Message Overload Protection Statistics

Measurement Description

Dropped Inbound Messages Indicates the total number of Dropped Inbound Messages
that have been discarded by the HPD PDR due to message
overload conditions.

Dropped Outbound Messages Indicates the total number of Dropped Outbound Messages
that have been discarded by the HPD PDR due to message
overload conditions.

Dropped UDP Packets Indicates the total number of Dropped UDP Messages that
have been discarded by the HPD PDR OS due to message
overload conditions.

Dropped Context Activation Re- Indicates the total number of context activation requests dis-
quests carded by the PDR due to message overload.
6.6.2

HPD RNG InfoVista Reports
InfoVista generates reports for the HPD RNG.

« Context Activation Report

e HPD Packet Data Service — UP Connect Report
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« HPD Packet Data Service — SDU Transmissions Report

« Channel Resources Report

e Inbound and Outbound Data Profile Report

« Mobility Report

6.6.2.1

Context Activation Report

The Context Activation report indicates the number of context activation requests and responses

handled by the HPD RNG.

Table 16: InfoVista — HPD RNG Context Activation

Measurement

Description

Add User Requests received from
PDRs (Add User Rx)

Indicates the number of Add User Requests received from
all the HPD PDRs.

Delete User Requests received
from PDRs (Delete User Rx)

Indicates the number of Delete User Requests received from
all the HPD PDRs.

New User Responses received
from PDRs (New User Res RXx)

Indicates the number of New User Responses received from
all HPD PDRs.

Deactivate User Messages sent to
PDRs due to Standby Timer expi-
ration (Deactivate Tx STBY Exp)

Indicates the number of Deactivate User Messages sent to
all HPD PDRs due to Standby Timer expiration.

Deactivate User Messages sent to
PDRs due to Mobility Pushes (De-
activate Tx Push)

Indicates the number of Deactivate User Messages sent to
all HPD PDRs due to Mobility Pushes.

Facility Indications sent to PDRs
(Facility Tx)

Indicates the number of Facility Indications sent to all Packet
Data Routers.

6.6.2.2

HPD Packet Data Service — UP Connect Report

Table 17: InfoVista — HPD Packet Data Service — UP Connect

The Up Connect report has two graphs showing user plane connection events to MSUs in the zone.
The first graph shows normal user plane connection activity. The second graph shows abnormal user
plane connection activity. The first three measurements shown in the following table are normal
activity. The last three measurements are abnormal activity.

Measurement

Description

Successful UP Connects Setup.
(UP Connects)

Indicates the number of successful user plane connections
(UP Connects) across all MSUs.

Number of UP Connects received
from all MSUs. (UP Connects Rx)

Indicates the number of UP Connects received from all
MSUs.

Number of UP Connects sent to all
MSUs. (UP Connects Tx)

Indicates the number of UP Connects sent to all MSUs.
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Measurement

Description

UP Connects received from all
MSUs in OPEN (UP Connects Rx
in OPEN)

Indicates the number of UP Connects received from all
MSUs in OPEN state.

UP Connects sent to all MSUs in
OPEN (UP Connects Tx in OPEN)

Indicates the number of UP Connects sent to all MSUs in
OPEN state.

UP Disconnects sent to all MSUs.
(UP Disconnects)

Indicates the number of UP Disconnects sent to all MSUs.

6.6.2.3

HPD Packet Data Service — SDU Transmissions Report

Table 18: InfoVista — HPD Packet Data Service — SDU Transmissions
The following table presents information about RNG packet data channel access SDU transmissions.

Measurement

Description

Tx and Rx Of 1 SDU from the
startup (Tx/Rx Of 1 from the start-

up)

Indicates the number of transmissions and receptions of ex-
actly 1 SDU from the startup

Tx and Rx Of 2 SDUs from startup
Access (Tx/Rx Of 2 from the start-

up)

Indicates the number of transmissions and receptions of ex-
actly 2 SDUs from the startup.

Tx and Rx Of 3 SDUs from the
startup (Tx/Rx Of 3 from the start-

up)

Indicates the number of transmissions and receptions of ex-
actly 3 SDUs from the startup.

Tx and Rx Of 4 Or More SDUs
from the startup (Tx/Rx Of 4 or
More from the startup)

Indicates the number of transmissions and receptions of 4 or
more SDUs from the startup.

6.6.2.4

Channel Resources Report

Table 19: InfoVista — Channel Resources

The following table presents information about HPD channel usage. The report includes two graphs.
The first graph displays channel assignment activity and the second graph displays channel usage

activity.

Measurement

Description

SRP Channel Requests sent to
Sites (Chan Req Tx)

Indicates the number of SRP Channel Requests sent to all
HPD remote sites.

SRP Channel Grants received
(Chan Grant Rx)

Indicates the number of SRP Channel Grants received from
all HPD remote sites.

SRP Response Messages re-
ceived (Chan Resp Rx)

Indicates the number of SRP Response Messages received
from all HPD remote sites.

Segments requested (Segs Re-
quested)

Indicates the number of SRP Segments requested for trans-
mission through SRP Channel Requests.

88

Table continued...

Send Feedback


http://docsurvey.motorolasolutions.com

MNOO03302A01-A
Chapter 6: HPD Standalone Infrastructure Operation

Measurement Description

Segments granted (Segs Granted) Indicates the number of SRP Segments granted for trans-
mission through SRP Channel Grants.

6.6.2.5
Inbound and Outbound Data Profile Report

Table 20: InfoVista — Inbound and Outbound Data Profile

The following table presents information about HPD RNG inbound and outbound data traffic. The
report includes two graphs. The first graph displays the outbound data profile and the second graph
displays the inbound data profile.

Measurement Description

LLC Segments transmitted to Indicates the number of LLC Segments transmitted to all

MSUs (OB PDU Tx) MSUs.

LLC Segments retransmitted to Indicates the number of LLC Segments retransmitted to

MSUs (OB PDU Rtry) MSUs.

LLC ACKs received from MSUs (IB  Indicates the number of LLC Response Messages (ACKs/

ACK Rx) NACKs/Selective ACKs) received from all MSUs.

LLC ACK Timeouts (IB ACK TMO) Indicates the number of LLC Response Message Timeouts
in the RNG.

PDGP SDUs transmitted to MSUs Indicates the number of PDGP SDUs transmitted to all
(OB SDU Tx) MSUs.

LLC Segments received from Indicates the number of LLC Segments received from all
MSUs (IB PDU Rx) MSUs.

LLC Segments retransmitted by Indicates the number of LLC Segments retransmitted by all
MSUs (IB PDU Rtry) MSUs.

LLC ACKs transmitted to MSUs Indicates the number of LLC Response Messages (ACKs/
(OB ACK Tx) NACKs/Selective ACKSs) transmitted to all MSUs.

PDGP SDUs received from MSUs Indicates the number of PDGP SDUs received from all
(IB SDU Rx) MSUs.

6.6.2.6
Mobility Report

Table 21: InfoVista — HPD RNG Mobility

The following table presents information about mobility queries and responses between the HPD RNG
and the zone controller.

Measurement Description

Queries sent to Zone Controller Indicates the number of Mobility Queries sent to the zone
(Query Tx) controller.

Responses received from Zone Indicates the number of Mobility Responses received from
Controller (Response Rx) the zone controller.
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Send Feedback 89


http://docsurvey.motorolasolutions.com

MNOO03302A01-A
Chapter 6: HPD Standalone Infrastructure Operation

Measurement Description
Queries sent to Zone Controller Indicates the number of Mobility Queries sent to the zone
that failed since query succeeded controller that failed since last query succeeded.

(Query Tx Fail)

6.7
HPD Performance Solution

The HPD Performance Solution enables an operator to measure the amount of traffic sent to each site
of an HPD system. In addition, the Solution measures the amount of data transmitted by each user.
With this capability, a system operator can analyze the HPD RF site loading to identify sites that have
too much or too little capacity. The operator can also identify individual users who are placing a heavy
traffic load on the system to determine whether any unexpected applications are running on users’
workstations.

The HPD Performance Solution is a packaged software/hardware solution that resides in the CEN and
receives data from the ATIA and GGSN Charging Gateway Output. The solution sits in the CEN and
connects to the Border Router by the UDP.

Figure 28: HPD Performance Solution
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Router UDP Microsoft Excel
Based Reports
GGSN Charging
Gateway Reader

HPD_Performance_Solution

The reader takes the data from the ATIA/GGSN and converts it into TCPIP packets. It sends these
data packets to the data processing server and stores them in the SQL database. This data is used to
create the Microsoft Excel-based reports. The HPD Performance Solution reports on data, bitrates, and
usage on the ASTRO® 25 HPD System. Reported elements include:

All HPD Call Data
Data filterable by date/time/id/site.

Data Load per Site
Identify an unbalanced data load.

Data Use per ID
Create a user report from data parameters.
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Calculated Bitrate per site
Shows average bitrate for Sites or IDs compared against all others to reveal anything that is out-of-
expected range. Filter by date and show all sites. Instantly shows a site with lower throughput than
expected

Calculated Bitrate per ID
Quickly shine the light on subscribers that are experiencing transfer rates that are out-of-expected
range. Filter by date and show all IDs. Instantly show a subscriber with lower data throughput than
expected.

Data Load per System
Total data to and from the GGSN over time

Number of Users per System
Number of users on the system over time

Number of Users per Site
Number of users per site over time

Access to the reports can be done in one of three ways:
* Locally by the data processing server
» By a Windows PC using remote desktop to access the data processing server

« By a Windows Client PC running Microsoft Excel with Excel pointing to the remote data processing
server for the data source (the solution provides 5 SQL database client access licenses)

The HPD Performance Solution includes; the data reader server, data processing server, SQL
database, and Microsoft Excel-based reports. The ATIA option must be enabled on the ASTRO® 25
HPD System and the GGSN must be configured to enable the charging gateway output.

6.8
UNC Statistics

Optional GGSN and APN statistic reports can be accessed through the Unified Network Configurator
(UNC) application. The GGSN Statistics option displays performance statistics for all inbound/outbound
traffic that passes through the GGSN (and includes information about charging events).

The APN Statistics option displays performance data for a selected APN. This option includes
information about inbound/outbound user data, DDNS events, DHCP events, authentication
transactions, and interactions with accounting servers.

See the Unified Network Configurator manual for additional information about these options.

6.9
Checking the Fault Tolerance Status of a High Availability PDG
with UEM

If your system supports the High Availability for IV&D and HPD (HA Data) feature, perform this
procedure to check the status of a Packet Data Gateway (PDG) in the Fault Tolerance application by
using Unified Event Manager (UEM).

Prerequisites:
Ensure that VMware vCenter is discovered in UEM.
Procedure:

1 From the navigation tree in UEM, select Network Database and find the PDG Fault Tolerant
Virtual Machine on the list of managed resources.

In the Type column, the PDG is displayed as Fault Tolerant Virtual Machine. The Managed
Resources column shows the name of the PDG virtual machine assigned during installation.
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2 Select the PDG Fault Tolerant Virtual Machine.
3 From the top menu, select View — Alarms.
4 In the Alarms window, search for an alarm for the Fault Tolerant Service.

E/ NOTICE:

If no alarm for the Fault Tolerant Service is displayed, it means that Fault Tolerance is
enabled for the PDG and is not reporting any issues.

UEM reports the state of the Fault Tolerant Service for each redundant PDG group
separately.

The status of the Fault Tolerant Service for the PDG virtual machine is displayed in the
Message column.
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Chapter 7

HPD Standalone Infrastructure
Maintenance

There are no periodic maintenance procedures relating to the HPD standalone system.

Send Feedback 93


http://docsurvey.motorolasolutions.com

This page intentionally left blank.



MNO03302A01-A
HPD Standalone Infrastructure Troubleshooting

Chapter 8

HPD Standalone Infrastructure
Troubleshooting

This chapter provides the fault management and troubleshooting information relating to the HPD
standalone infrastructure.

8.1
Troubleshooting Tools

The following tools and applications may be available for viewing monitoring HPD equipment and
troubleshooting suspected problems.

« Unified Event Manager application
* InfoVista

« Status Applet and Connection Manager

8.1.1
Unified Event Manager

Use the Unified Event Manager (UEM) application to monitor critical links and components in the
system. Monitoring may take place remotely from a central operations center.

The following types of monitoring are available:
« Real-time monitoring of UEM Topology Maps that alerts of faults as they occur
« Evaluation of UEM Active Alarms Window on a regularly scheduled basis

8.1.1.1
UEM Active Alarm Window

The UEM Active Alarm Window is useful for troubleshooting because it captures alarms that may occur
intermittently or during off-hours.

For example, the review of Active Alarms Windows shows the correlation of the reported loss of
service with patterns of critical alarms for links and equipment.

When analyzing the Active Alarms Windows, look for failures with the same or similar time stamps and
failures from related equipment. The equipment includes cards in the same device and equipment that
is part of the same subsystem.

Many devices are capable of sending out events that report both critical and non-critical events. Learn
to distinguish between critical and non-critical events.

See the Unified Event Manager manual for further details.
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8.1.1.2
Diagnostic Options in UEM

Table 22: HPD Device Diagnostic Options in UEM

Option Description

Restart Requests that the device perform a reset.

Service Requests that the device enter service mode allowing a technician
to make alignment adjustments and run other tests while the device
is offline.

Enabled Requests that the device enter the enabled mode and handle traf-
fic.

8.1.1.3

Configuration Verification with Unified Network Configurator

Use the Unified Network Configurator (UNC) application to verify and manage the configuration data of
the site equipment during the system commissioning and later when the system is maintained or
expanded.

Use UNC to verify the configurations of the RF site equipment:
» Confirm configurations.

» Correct configuration errors.

8.1.2
InfoVista

InfoVista provides detailed statistics for many High Performance Data (HPD) events. When
troubleshooting HPD services or individual components, analyze alarms in the network fault
management application and any related InfoVista reports to determine the cause of the problem.

The following reports related to HPD operation can be checked through InfoVista:
« Channel Resources Report

» Context Activation Report

« HPD Packet Data Service — SDU Transmissions Report
« HPD Packet Data Service — UP Connect Report

* ICMP Traffic Report

* Inbound and Outbound Data Profile Report

* |IP Bearer Statistics

» Message Overload Protection Statistics

* Mobility Report

« Roaming and Registration Statistics

8.1.3
Troubleshooting HPD Services at the HPD Modem, Mobile Data
Device, and Subscriber

The Status Applet resides on the mobile data device and provides diagnostic information for mobile
subscribers that have communication difficulties. The applet displays the registration status of the High
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Performance Data (HPD) modem, the context activation status, the received signal strength from the
base radio, and HPD modem operating parameters. The Connection Manager provides an icon in the
system tray that indicates the status of the connection to the HPD modem and the status of the
context.
Procedure:

1 Verify that the HPD modem is powered and the mobile data device is connected.

2 Check the color of the Connection Manager icon in the system tray. If the icon is yellow, the
mobile data device has an active Point-to Point Protocol (PPP) connection to the HPD modem,
but is not registered and context activated with the system. If the icon is red, there is no active
PPP connection with the modem. Try to connect to the HPD modem.

3 Check the Connection Manager configuration settings.

¢ When switching from a non-authenticated to authenticated system, clear the Enable Auto-
Dialer Feature option and select Enable Authentication. Then select Connect PPP
session. When the login screen appears, enter your login credentials.

* When switching from authenticated to a non-authenticated system, clear the Enable
Authentication option and select Enable Auto-Dialer Feature.

Verify the link options. If necessary, increase the reconnection attempts or reset the HPD
modem and/or mobile data device.

In Customer Programming Software (CPS), check the HPD modem configuration.

In the Status Applet, check the signal strength on the received channel. If there is a weak or no
signal within the coverage area, determine whether there is a problem with the MSU or with the
system (HPD base radio).

» If the mobile subscriber unit (MSU) can receive good signals from other sites or channels,
check the status and configuration of the HPD base radio. If necessary, check the frequency
alignment and output power characteristics for the HPD base radio.

» If the MSU cannot receive good signals from other channels, check the HPD modem
configuration and consider checking the receiver sensitivity for the HPD modem if necessary.

6 If the signal strength is nominal, check the RF Registration Status field.

If the HPD modem is not registered, the modem may be trying to register with one of the
following parameters that is not compatible with the settings in Provisioning Manager:

* Radio ID

e WACN ID

e System ID

If the MSU is not registered, it may be due to one of these reasons:

* The MSU is at a site in local mode.

« The MSU is attempting to register at a restricted site (site access denial).

» The MSU does not receive any response from the system before its timeout expires.

7 Check the Data Registration Status field.
If the status is not active, it may be due to one of the following reasons:
» The MSU has improper authentication credentials.
* The site is in local mode.
» The local RNG or home PDR has failed.
» The dynamic IP address pool is empty.
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e The MSU is not configured for HPD service in the system.
¢ Anincorrect Access Point Name (APN) has been used.
e A static address conflict has occurred.

8.2
Wide Area and Local Area Modes

High Performance Data (HPD) sites can operate in two modes: wide area or local area mode.

Wide area mode
The normal operating mode for the HPD site. When an HPD site is operating in wide area mode,
the site has connection with the zone controller and the serving HPD Radio Network Gateway
(RNG) that is in the zone. The HPD site can handle registration requests and provide data services
to the registered mobile subscriber units (MSU).

Local area mode
When an HPD site is operating in local area mode, registration and data services are not available
at the site. An HPD site can be in local area mode before site initialization, during link or component
failures, or when requested by a network management user through Unified Network Configurator
(UNC).

I:; NOTICE: MSUs always try to remain in wide area coverage. When an HPD site goes into
local area mode, MSUs that were operating at this site try to register at a valid HPD remote
site that is operating in wide area mode.

Figure 29: Wide Area and Local Area Modes
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8.3
Registration Failures

A Mobile Subscriber Unit (MSU) attempts to register when powered up or when entering the coverage
area of the system. If a registration request is unsuccessful, a reject message is sent to the MSU
indicating the general reason for the failure.

Three categories of registration failures can occur.
Registration Refused

When an MSU receives a Unit Registration Refused response, the MSU remains unregistered and
does not attempt to find another site or channel. The MSU does not attempt to register again until the
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user performs a specific action such as shutting down and turning the radio back on. An MSU may be
refused due to one of the following reasons:

e The MSU sent an invalid radio ID or duplicate radio ID.
* The zone controller cannot create or retrieve the individual record for the MSU.

Registration Denied

Upon receiving a Unit Registration Denied response, the MSU remains unregistered and leaves the
site immediately. The MSU invalidates the site and looks for another site. The MSU then attempts to
register again when it finds another site. The Unit Registration Denied condition occurs due to one of
the following reasons:

« The MSU is trying to access the wrong system (a wrong WACN or system ID is sent).

« The MSU is trying to register at an invalid site according to the site access denial settings in
Provisioning Manager.

Registration Timeout

If an MSU sends a registration request and does not receive a response from the system within a
specified time (10 seconds by default), the MSU automatically decides to either stay on the current
channel or try a new channel. The MSU then tries to register again. If seven failed registration attempts
have been made on a particular channel, the MSU marks the channel and temporarily removes it from
its stored list of available channels.

8.4
Context Activation Failures

If a context activation is unsuccessful, the system denies access to High Performance Data (HPD)
services and sends the mobile subscriber unit (MSU) a reject message. The context activation reject
indicates the reason for the reject (if any).

Depending on the type of reject, the MSU behaves in the following ways:

« The MSU attempts another context activation immediately.

* The MSU waits 5 minutes before attempting another context activation.

e The MSU does not attempt context activation until the MSU is powered down and restarted.

When the following reject message is received, the MSU performs another context activation
immediately. Additional attempts are allowed.

User authentication failed
The user authentication has failed.

When any of the following reject messages are received, the MSU holds off for 5 minutes before
attempting another context activation. These reject messages may indicate that codeplug settings
need to be updated in the MSU.

Any reason
The MSU has been rejected for some general reason.

MRC not provisioned for packet data
The MSU is not configured for HPD service in Provisioning Manager.

Dynamic address pool empty
The MSU has requested a dynamically assigned IP address, but the DHCP server does not have
any available.

Static address not correct
The MSU has sent a static IP address that does not match the static IP address assigned for the
radio record in Provisioning Manager.
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Static address not allowed
The MSU has sent a static IP address that is not allowed by the system.

Temporary rejection
The system has temporarily rejected the context activation request.

Maximum number of contexts exceeded
The system is servicing the maximum number of contexts.

Access point name incorrect
The MSU has requested connection with an access point name that does not exist in the system.

When either of the following reject messages are received, the MSU disables any context activation
attempts until the MSU is restarted. These reject messages may indicate significant codeplug or
firmware issues that need to be updated in the MSU.

MRC DSUT (Data Subscriber Unit Type) not supported
The MSU has provided context activation information for a unit type that is not supported by the
system.

SNDCP version not supported
The system has determined that the SNDCP version being used by the MSU is not supported.

8.4.1
Context Deactivation Conditions

An existing context between a mobile subscriber unit (MSU) and the customer network may be
deactivated due to normal or failure conditions.

Some typical causes for a context deactivation or context renewal failure include:
« The MSU has moved out of range and the HPD Standby Timer has been exceeded.

« The HPD modem has received a discrete PPP Link Shutdown message from the mobile data
device.

» The physical connection to the mobile data device has been lost.

e The HPD modem has performed a graceful shutdown.

» The Terminal Data Enabled option has been set to Disabled for the MSU.

« The HPD PDR has deactivated its context with the GGSN for some reason.
* The connection with the RNG has been lost.

« Provisioning information for the MSU has been changed or deleted.

* The GGSN or home HPD PDR has failed.

« A provisioning change or record deletion in Provisioning Manager.

* The maximum number of context renewal retries have failed.

8.5
Data Delivery Failure

IP bearer services may not be available for various reasons including component failure, registration
failure, context activation failure, or deactivation of an existing context. The system or mobile
subscriber unit (MSU) may also discard individual packets in certain situations. In some cases, ICMP
responses are sent to the sender.

A partial list of the possible causes for IP failure or loss of individual packets includes:

» A critical component or path for HPD service has failed.
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« The registration request has failed or has been rejected by the system (denied, refused, or timed
out).

* Context activation was not successful or the context has been deactivated for some reason.
e The MSU has not been successfully assigned with a proper IP address.

e The maximum number of retries for the HPD traffic over the air interface has occurred (the MSU
may be out of range).

« The MSU or PDR queue is full. Additional packets delivered to the queue may be discarded.

* A Network Address Translation (NAT) problem exists between the HPD modem and mobile data
device.

« The individual packets do not conform to IP version 4.
* The packet address does not conform to Class A, B, or C addressing.

e The packet is larger than the Maximum Transmission Unit (MTU) allows (1500 bytes) and the Do
Not Fragment™ bit has been set for the packet.

The system infrastructure does not store user datagrams beyond the time it takes to make a best
attempt delivery of the datagrams. If the best effort attempt delivery fails, the datagram is discarded
and an Internet Control Message Protocol (ICMP) message Desti nati on Unreachabl e;: Host
Unr eachabl e is returned to the sending host. If additional IP datagrams were queued within the HPD
system for the host that was not accessible, they are discarded and ICMP Dest i nati on

Unr eachabl e: Host Unreachabl e messages are returned to the sending host.

E NOTICE: ICMP messages are returned under normal operation, but some failure conditions
may result in no ICMP message being returned and applications must be able to recover from
that situation.

Host-generated ICMP messages are not treated the same as other IP datagrams. The HPD system
does not return an ICMP message to the originating host when it fails to deliver the host-generated
ICMP message. Instead, the host generated ICMP message is discarded without further processing.
One exception to this is for ICMP information request messages directed to HPD system components
for which an ICMP response is provided.

8.5.1
Broadcast Data Failures

The base radio reports overflow condition to the Unified Event Manager (UEM) application through the
site controller (if it receives a broadcast message and there is already a previous broadcast message
buffered). This occurs if the outbound buffer allocated (approximately 15 kb) for the Broadcast Agency
involved is full. The PDR allocates outbound buffer on a per-subscriber basis. For the Broadcast Data,
it is on a per Broadcast Agency basis.

If the PDR was unable to send the broadcast message to the RNG, or if the PDR received a negative
acknowledgment for a broadcast message the PDR sent to the RNG — the PDR sends an ICMP
message notifying the application initiating the broadcast message of non-delivery.

E/ NOTICE: There is no ICMP for broadcast messages discarded due to overflow at the BR or at
the PDR. Indication of such event is the overflow condition reported by the base radio or PDR to
the UEM.

8.5.2
MSU is Not Authenticated

If an MSU is configured to require user authentication with a customer network RADIUS server, IP
datagrams other than those associated with the authentication process are discarded until
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authentication is achieved. An ICMP Desti nati on Unreachabl e: Networ k Unr eachabl e
message is returned for each IP datagram sent.

8.5.3
MSU is Out of Range

If an MSU goes out of coverage range of the HPD system, any datagrams sent to that MSU are not
received successfully. An ICMP Desti nati on Unreachabl e: Host Unreachabl e message is
returned to the sending host after the delivery attempt has failed.

If an MSU remains out of range for a configured time called the (HPD Standby Timer), the HPD
infrastructure deactivates the context for the mobile host. The default value of this timer is 12 hours.
Any datagrams sent to that MSU after the context deactivation are discarded and an ICMP

Desti nati on Unreachabl e: Network Unreachabl e message is returned to the sending host.
An MSU that attempts to send data after its context has been deactivated receives an ICMP

Desti nation Unreachabl e: Network Unreachabl e message until context activated again.
The mobile data device can maintain its PPP connection with the HPD modem while the MSU is out of
range or unable to context activate at a site.

8.5.4
Full Datagram Queue

The system allows hosts to send multiple IP datagrams to the same destination and queues them
pending delivery attempt. For inbound communications, the MSU limits its queue for ten datagrams.
For outbound communications, the HPD infrastructure limits the queue to 8192 bytes of data, inclusive
of IP headers.

If a host exceeds the queue limit, an ICMP message Dest i nati on Unr eachabl e: Host
Unr eachabl e is returned to the host for each datagram received while the queue is at its limit.

I:;/ NOTICE: ICMP messages are returned under normal operation, but some failure conditions
may result in no ICMP message being returned and applications must be able to recover from
that situation. Also, no ICMP message is returned for host sent ICMP messages that are
directed to another host.

System datagram queues can be discarded under certain conditions. If the system infrastructure fails
to successfully deliver an IP datagram, any remaining datagrams in the sending queue to or from the
specific MSU are discarded. Also, when the HPD system removes a datagram from the queue to
attempted delivery, it checks the age of the datagram. If the datagram is older than the SNDCP Queue
Dwell Time, it is discarded and the queue is flushed. An ICMP Dest i nati on Unreachabl e: Host
Unr eachabl e message is returned to the source host for each discarded datagram.

The SNDCP Queue Dwell Time is defined for the HPD PDR through Provisioning Manager. The
parameter is set for HPD modems through Customer Programming Software (CPS).

8.5.5
Bandwidth Limitations

The bandwidth of radio channels is a limited shared resource that is used to support HPD MSUs and
IV&D subscribers that are operating in the system. Varying environmental conditions make the path to
and from an MSU different from an Ethernet connection, and even different from a dial-up modem
connection. The reason for this difference is not only that the bandwidth is limited, but the bandwidth
and data delivery delay can also vary with radio signal conditions and network loading. MSUs can also
become unexpectedly unreachable for periods of time or may become disconnected without notice.
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8.5.6
System Messaging Overload Protection

If messaging services on the system exceed 100% capacity, an overload protection mechanism
temporarily suspends certain low-priority and non-critical services in the system. This protection
mechanism allows the system to recover from the overload condition without requiring major system
reset conditions. The system automatically resumes normal operations within 2 minutes after overload
condition subsides.

8.6
ICMP Messages

The system infrastructure and High Performance Data (HPD) modems can both generate Internet
Control Message Protocol (ICMP) responses for unsuccessful delivery of IP datagrams and other
failure conditions. ICMP messages indicate non-delivery events such as an unreachable network,
unreachable host, fragmentation conflict, unknown network, or bad header condition. Typical situations
that may generate ICMP messages include component or link failures, routing problems, no
confirmation of air interface traffic, message lifetime expiration, MSU not context activated, or the site
is in local mode. In some cases, an ICMP message cannot be successfully returned to the sender.

ICMP responses contain the first 32 bytes of the data portion of the IP datagram sent by the host. Any
inbound ICMP messages from HPD modems are forwarded through the system to the appropriate
Customer Enterprise Network (CEN). The ICMP messages are forwarded in the same form as when
they were generated by the HPD modem. Outbound ICMP messages are filtered by the system
according to the MSU settings in Provisioning Manager. If ICMP messages are disabled for the MSU,
the system discards any outbound ICMP messages intended for the MSU.

Table 23: ICMP Messages
The following table outlines the ICMP responses that may be returned to the sending host.

Type Code Description Potential Reject Reasons

3 0 Destination Unreach-  «  Service has been rejected by HPD infrastructure.
able: Network Un- )
reachable * The mobile host has not yet successfully context

activated or authenticated with the system.

* The mobile data device has sent an inbound data-
gram to the HPD modem after a context deactiva-
tion has been initiated.

3 1 Destination Unreach-  «  The response wait timer has expired.
able: Host Unreacha- L . .
ble * The MSU is in another service at time of IP data-
gram.

* The MSU has exhausted the maximum number of
radio interface retry attempts.

* End of data has been received before the MSU can
transmit the message on the radio channel.

* The MSU is out of range from the system.
* The IP datagram queue on a device is full.

e The IP datagram SNDCP Queue Dwell Time has
expired.

Table continued...
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Type Code Description Potential Reject Reasons

* The MSU has experienced a PPP exception error
when delivering an outbound message to the mo-
bile host.

* The MSU is in the process of context deactivation
when an outbound message is received.

e The MSU is not able to receive datagrams from the
mobile data device due to an internal software is-
sue within the HPD modem.

 The MSU does not have an active PPP connection
with the mobile data device and is not able to re-
ceive datagrams from internal MSU applications.

3 4 Destination Unreach- A properly formatted IP datagram is received at a sys-
able: Fragmentation tem interface point for IP bearer service that exceeds
Needed But Do Not the system wide MTU limit with the Do Not Fragment
Fragment Bit Set Bit set in its header.

3 6 Destination Unreach- A properly formatted IP datagram is received indicat-
able: Destination Net- ing a destination network class not supported by the
work Unknown system (that is, not part of Class A, B, or C).

12 0 Parameter Problem: An IP datagram has been received with an improper
IP Header is Bad formatting of its IP header and does not conform to IP

version 4 format at the MSU.

8.7
Link Failures

The following sections describe the system reaction and behavior during various link failures in the
HPD system. The sections also include the system operation during link recovery when applicable.

* PDR-GGSN Link Failure

* GGSN-PDR Link Failure

* GGSN-RADIUS/DHCP Server Link Failure
* PDR-Remote RNG Link Failure
* Remote RNG-PDR Link Failure
e PDR-Local RNG Link Failure

* RNG-HPD BR Link Failure

« HPD BR-RNG Link Failure

e ZC-HPD BR Link Failure

e HPD BR-ZC Link Failure

e ZC-HPD PDG Link Failure

8.7.1
PDR-GGSN Link Failure

Under normal conditions, the PDR sends an echo request to the GGSN once per minute. If the PDR
does not receive a response, the PDR performs up to five additional retries (4 seconds apart each). If
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PDR does not receive an echo response within the total of 80 seconds, the PDR reports the event to
Unified Event Manager (UEM) application.

The PDR maintains the GTP tunnel to the GGSN for an additional 4 minutes while continuing to send
echo requests every 60 seconds. Contexts are only deleted if MSUs attempts to use HPD data
services during the GGSN failure.

From the perspective of the PDR, the following events, and behaviors take place during a GGSN-PDR
link failure.

1 The PDR detects the link failure within 80 seconds.

Upon detection of the link failure, the PDR delays the tunnel deletion to the GGSN for 4 minutes.
The PDR sends an echo request to the GGSN every 60 seconds without retries.

The PDR notifies the network fault management application that the link is down.

The PDR only deletes contexts when MSUs try to initiate traffic. Idle contexts remain.

o O A W N

For context deletions, the PDR sends a delete user command to the RNG. The RNG then notifies
the MSU that its context is deactivated.

7 If the HPD modem is configured to indicate the context loss over the PPP link, then the PPP link to
the mobile data device is taken down.

8 Any outbound data from the CEN is not delivered. The GGSN sends ICMP notifications back to the
CEN hosts.

8.7.1.1
PDR-GGSN Link Recovery

The PDR recovers a link when a response (positive or negative) is received for an echo request or a
tunnel management message is received from the GGSN. Upon recovery, the PDR notifies Unified
Event Manager (UEM) application. Once the link is available, recovery should occur in less than 1
minute.

If the link is recovered before the failure is detected by the GGSN, then existing MSUs that have not
been context deactivated can send data traffic to the CEN. If the failure has been detected by the
GGSN, then the contexts would be torn down and the MSUs would have to request a new context
activation.

8.7.2
GGSN-HPD PDR Link Failure

Under normal conditions, the GGSN sends an echo request to the HPD PDR once per minute while
the GTP tunnel exists. If there are no GTP tunnels established, the GGSN does not send an echo
request to the PDR. From the perspective of the GGSN, the following events and behaviors take place
during a PDR-GGSN link failure.

1 The GGSN detects a link failure within 4 minutes.

2 The GGSN deletes the tunnels with the PDR. All active contexts are deleted for MSUs with the
affected home PDR.

3 For any outbound messages from the CEN, the GGSN responds with ICMP noatifications.

8.7.2.1
GGSN-HPD PDR Link Recovery

The GGSN recovers the link upon receiving a context create message from the HPD PDR. MSUs with
existing PDR contexts (which were not deleted during the failure) may send inbound traffic to the
GGSN, but the traffic is rejected and the GGSN sends a context deactivation to the MSUs (since the
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GGSN had already deleted the contexts during the failure). The MSUs may initiate another context
activation request and begin sending data.

8.7.3
GGSN-RADIUS/DHCP Server Link Failure

The GGSN does not perform explicit link failure detection on the link to the RADIUS/DHCP server.
Instead, the GGSN uses a timeout and retry mechanism to detect link failures and try a switchover to a
secondary RADIUS/DHCP server.

After the GGSN has timed out and maximum number of attempts have been made to a RADIUS/DHCP
server, the GGSN determines that no RADIUS/DHCP server is available for IP address allocation from
either the primary or secondary DHCP servers on the Customer Enterprise Network (CEN). The GGSN
responds to the HPD PDR with a message that indicates no resources are available (for a failed DHCP
server) or a system failure has occurred (for a failed RADIUS server).

8.7.4
HPD PDR-Remote HPD RNG Link Failure

An HPD Packet Data Router (PDR) may interact with HPD Radio Network Gateways (RNG) in other
zones to route inbound and outbound traffic from mobile subscriber units (MSU). When the PDR
detects a failure with the remote RNG, the following sequence of events takes place from the PDR
perspective.

1 The PDR detects a link failure within a few seconds of inactivity through a keep-alive mechanism
within the RNG.

The PDR notifies the network fault management application that the RNG link has failed.
The PDR attempts a link reestablishment with the RNG every few seconds.
The PDR continues to service inbound and outbound HPD traffic from other connected RNGs.

If the PDR receives outbound HPD traffic from the GGSN that is destined for the remote RNG with
the link failure, the PDR generates an ICMP response and send it back to the host indicating that
the message could not be delivered.

ga b~ W N

6 The PDR queues any messages that are already in progress until the message timer expires. Upon
expiration, the PDR issues an ICMP response to the host indicating that the message could not be
delivered.

8.7.5
Remote HPD RNG-HPD PDR Link Failure

An HPD Radio Network Gatteway (RNG) routes High Performance Data (HPD) traffic between mobile
subscriber units (MSU) operating in the zone and the home Packet Data Router (PDR) for each MSU.
The following series of events takes place when an RNG loses its link with a PDR in another zone.

1 The remote RNG detects a link failure with the PDR within 2 minutes. The detection is made
through a keep-alive mechanism with the PDR or inactivity of data from the PDR.

The remote RNG waits for the link to be established by the PDR.

The RNG continues to service inbound and outbound HPD traffic with other connected PDRs.
The RNG continues to service Zone Controller (ZC) mobility pushes.

Inbound HPD traffic is sent to the serving RNG which is destined for the PDR with the failed link.

o O~ W N

The RNG forwards the message to the local PDR. The PDR responds with an Unknown 1D
message. The RNG sends a context deactivation command to the MSU.
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8.7.6
HPD PDR-Local HPD RNG Link Failure
An HPD Radio Network Gateway (RNG) relies on the local Packet Data Router (PDR) for certain

critical services. The local RNG detects a link failure with the PDR within 3 minutes. The RNG handles
the link failure in the following way.

1 After the link failure has been detected, the RNG stops responding to the HPD base radios and
other PDRs. HPD services are not available for mobile subscriber units (MSU) operating in the
zone.

The RNG continues to service Zone Controller (ZC) mobility pushes.
The RNG waits for the link to be established by the PDR.

8.7.6.1

HPD PDR-Local HPD RNG Link Recovery

The connection has to be established by the Packet Data Router (PDR). Expected link recovery time is
within a few seconds after the establishment of link. Once the link is recovered, the Radio Network

Gateway (RNG) can begin reestablishing its links to the High Performance Data (HPD) base radios in
the zone and links to other PDRs in the system.

8.7.7
HPD RNG-HPD Base Radio Link Failure

The HPD Radio Network Gateway (RNG) maintains a logical link with High Performance Data (HPD)
base radios in the zone. This link is used for inbound/outbound delivery of HPD traffic. The Radio
Network Gateway (RNG) handles a failure on this link as described.

1 Upon detection, the RNG informs the local PDR of the link failure. The local PDR reports the failure
to the network fault management application.

2 When outbound HPD traffic is routed to the RNG, the RNG responds to the PDR with a delivery
failure notification. The PDR then generates an ICMP message to the sender.

3 The RNG continues to process mobility pushes from the Zone Controller (ZC).

8.7.7.1

HPD RNG-HPD Base Radio Link Recovery

The HPD Radio Network Gateway (RNG) waits for the link establishment request from the High
Performance Data (HPD) base radio. Once the link is established, the RNG notifies the Packet Data

Router (PDR) of the recovery, and the PDR reports the event to the network fault management
application.

8.7.8
HPD Base Radio-HPD RNG Link Failure

The High Performance Data (HPD) base radio delivers all registration requests, context activation
requests, and HPD traffic to the Radio Network Gateway (RNG) in the zone. An HPD base radio
handles a loss of connection to the RNG in the zone in the following way.

1 The HPD base radio detects a link failure within a few seconds of the failure.

2 Upon detection, the HPD BR notifies the Zone Controller (ZC) of the failure condition and transition
to local area mode.
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8.7.8.1
HPD Base Radio-HPD RNG Link Recovery

The High Performance Data (HPD) base radio continuously attempts to establish the link with the
Radio Network Gateway (RNG) after being commanded to do so by the Zone Controller (ZC). Upon
recovery, the HPD base radio notifies the ZC that it is wide capable. The HPD BR transitions to wide
area mode when a grant is received from the zone controller.

8.7.9
Zone Controller-HPD Base Radio Link Failure

The path between the zone controller and High Performance Data (HPD) base radio consists of an
active site link and a standby site link. The active site link and standby site link are logical links that
utilize one of two physical paths (if configured) between the zone controller and HPD base radio.
These physical paths are referred to as the primary and secondary site control paths. The Zone
Controller (ZC) dictates which site control path is to operate as the active site link at any given time.

The zone controller detects an active site link failure within a couple seconds. The zone controller
expects to see keep-alive messages from the site every 300 msec. If five keep alive messages are
missed, then the ZC declares the link down.

1 Upon detection of the failure, the zone controller notifies the network fault management application
that the active site link is down.

2 The ZC attempts to switch over to the standby site link (if configured) without impacting call
processing.

3 The ZC waits for the link establishment request from the HPD base radio.

8.7.9.1

Zone Controller-HPD Base Radio Link Recovery

The recovery process is triggered when the zone controller receives link-up requests from the High
Performance Data (HPD) base radio. If one link is up and the other recovers, then the recovering link
may be activated if it is on the preferred path. Otherwise, the other link remains as the active site link. If
neither link is up and one link recovers, then the recovered link is activated. The Zone Controller (ZC)

notifies the network fault management application of the recovery and performs actions to bring the site
to wide area mode.

8.7.10
HPD Base Radio-Zone Controller Link Failure

The High Performance Data (HPD) base radio detects an active site link failure within a couple
seconds. The HPD base radio waits an additional 2 seconds before assuming that the standby site link
is also down.

1 The HPD base radio waits (up to 2 seconds) for the Zone Controller (ZC) to activate the secondary
site link.

During the two second wait, the HPD base radio remains in wide area mode.

If both the active and secondary site links have failed, then the HPD base radio transitions into local
area mode. HPD services are not available on the channel.

4 Mobile subscriber units (MSU) attempt to move to another channel at the site, or search for another
HPD site that is in wide area mode.
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8.7.10.1
HPD Base Radio-Zone Controller Link Recovery

The High Performance Data (HPD) base radio waits for the activation command from the Zone
Controller (ZC) after the link is re-established. The zone controller also specifies the active site link for
call processing. The HPD base radio waits for the ZC to issue commands to transition back to wide
area mode.

8.7.11
Zone Controller-HPD PDG Link Failure

The ZC-HPD PDG link is used for records queries and mobility pushes. If the RNG has an existing
record for an MSU, it continues to process inbound and outbound HPD traffic in the following way.

1 Inbound HPD traffic from the HPD base radios allows the RNG to update its mobility information.
The RNG is able to continue handling inbound HPD services without any problems.

2 Outbound HPD traffic is sent to the last known HPD base radio. This may result in a failure to reach
the proper site.

3 If all attempts to retry the ZC query have failed, the RNG sends a delivery natification failure to the
PDR. If outbound data cannot be delivered to the intended MSU the PDR sends an ICMP response
to the originating host.

If the RNG does not have an existing record for an MSU while the ZC-PDG link is down, the RNG is
able to continue handling inbound HPD traffic. Outbound HPD traffic is sent to the last known location
of the MSU.

1 Inbound data causes the RNG to create a record. The RNG is able to route the HPD traffic to the
intended destination.

2 Outbound data is sent to the last known RNG associated with the MSU. This may result in a failure
to reach to proper RNG/site since the mobility queries are not available.

3 If the message could not be delivered, the PDR sends an ICMP response to the originating host.

8.7.11.1
Zone Controller-HPD PDG Link Recovery

The PDG sends a successful indication to the network fault management application after a certain
number of successful queries have been achieved. The HPD PDG attempts to self-correct as it
receives inbound and outbound HPD traffic.

8.8
Component Failures

Many components in the High Performance Data (HPD) system are designed for high availability to
allow continued operation during failure conditions. Certain devices in the system, such as the zone
controllers and HPD site controllers (with redundant site links), include full redundancy. A failure to
these devices causes a switchover which results in HPD services to be lost for a short time.

Several network transport devices in the zone core (zone core Ethernet switch, standalone core
routers and exit routers or combine core/exit routers, gateway, and routers) support multiple paths or
some level of fault tolerance to allow continued network services during individual failure conditions.
While path redundancy allows continued service, the system capacity may be diminished if an
individual switch or router fails.

Apart from the network transport devices, a number of components perform critical roles for HPD
service in the system. The following sections describe the behavior and reaction of the system during
the failure of these key devices.
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e GGSN Failure

e HPD PDG Failure

e Zone Controller Failure

» Active Site Controller Failure

» Active and Standby Site Controller Failure
« HPD Base Radio Failure

8.8.1
GGSN Failure

In a High Availability configuration, two redundant GGSN routers provide automatic switchover in case
of a component failure. If the active GGSN fails, the backup GGSN immediately takes over, ensuring
continuous availability of HPD services. The following GGSN failure scenario applies to configurations
without redundant GGSNs or situations where both GGSNSs in a High Availability configuration fail.

A GGSN failure halts all inbound and outbound HPD traffic between the MSUs and customer network
hosts. Individual contexts are not deactivated during a GGSN failure unless MSUs attempt to send
HPD traffic.

During a GGSN failure, the system exhibits characteristics that are like a GGSN-PDR link failure. The
general sequence of activities during a GGSN failure is explained as follows:

1 The HPD PDR periodically polls the GGSN. If the GGSN does not respond, the PDR reports the
failure condition to the system. No explicit notification of the failure is sent to either the MSUs or
customer network hosts.

Behavior for other devices in the system is like the behavior during a PDR-GGSN link failure.

If an MSU sends inbound HPD traffic, the PDR deletes the context and sends a context deactivation
message to the MSU. The PDR does not delete idle contexts during the GGSN failure.

4 If the GGSN recovers, the GGSN gradually recovers its database. During the recovery, any
messages with unrecognized tunnel IDs are rejected (resulting in context deactivations).

8.8.2
HPD PDG Failure

To avoid the loss of High Performance Data (HPD) services caused by a Packet Data Gateway (PDG)
failure, the system can be configured to support PDG redundancy. The two features providing PDG
redundancy, are DSR (Dynamic System Resilience) and HA Data (High Availability for Trunked IV&D
and HPD).

« HA Data introduces redundant components in the data subsystem within a single zone core. In this
configuration, the Fault Tolerance feature enabled for the HPD PDG establishes a redundant HPD
PDG on a separate server. If the primary PDG fails due to a hardware failure, the backup PDG
immediately takes over, ensuring continuous availability of HPD services.

« DSRis a system architecture feature that provides redundant zone core equipment by establishing
a primary zone core and a backup zone core usually at two different master site locations. An HPD
PDG failure in the primary core forces a switchover to the backup data subsystem, ensuring a quick
recovery of HPD services.

In a system without PDG redundancy, an HPD PDG failure causes all HPD services to become
unavailable for all MSUs that are mapped to the zone with the failed PDG. The general sequence of
activities during an HPD PDR failure is explained as follows:

1 The system detects the PDG failure.

2 Behavior for other devices in the system is like the behavior during PDG-BR and PDG-GGSN link
failures.
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3 Any MSUs that are home zone mapped to the zone with the failed PDG lose HPD service
4 When the PDG recovers:

* The PDR uses its existing database if it is not corrupted. The system communicates any
changes that have occurred during the failure. If the database is corrupted, the PDR re-
synchronizes with the system.

« Contexts are restored in the PDR through normal message traffic.

« The RNG database is gradually rebuilt through mobility pushes, context activation requests, and
inbound/outbound data. The PDR notifies Network Management when the RNG has recovered.

8.8.3
Zone Controller Failure

When the active zone controller fails, the standby zone controller initiates a switchover. All High
Performance Data (HPD) sites in the zone transition to local area mode, and mobile subscriber units
(MSU) attempt to find wide area mode HPD sites. After the switchover has completed, MSUs attempts
to register with the individual sites within the zone

During the zone controller switchover process, the system exhibits characteristics that are like ZC-BR,
ZC-PDR, and ZC-RNG link failures. The general sequence of activities during a zone controller failure
is explained as follows:

1 The standby ZC detects that the active ZC has failed and initiates a switchover. The mobility
database of the HPD MSUs is lost since the standby ZC does not contain mobility information.

2 Behavior for other devices in the system is like the behavior during a ZC-BR, ZC-PDR, and ZC-
RNG link failure.

All sites in the zone enter local area mode during the ZC switchover process.

MSUs attempt to find an HPD site that is in wide area mode during this time. However, no wide area
HPD sites are available in the zone. Any MSUs that are roaming near adjacent sites in other zones
may be able to register with wide area HPD sites in the other zones.

5 The RNG sends delivery failure notifications for any outbound messages received from local or
remote PDRs. The home PDRs generate appropriate ICMP messages to the customer network
hosts.

6 The new active zone controller gradually brings the entire zone into wide area mode within 2-3
minutes. The ZC receives mobility uploads from the HPD site controllers in the zone. The ZC then
sends commands to the HPD SCs to transition into wide area mode.

7 MSUs that transitioned to other zones are required to remain registered in the other zones until the
InterZone debounce timer has been completed.

8.8.4
Active Site Controller Failure

If the active site controller fails, and the standby site controller has a connection with the zone core,
then an SC switchover occurs. During the switchover period, the standby SC must reinitialize and the
site temporarily enters local mode. MSUs that are active on the site attempt to find an adjacent wide
area site. After the switchover has completed, the HPD site resumes normal operation. MSUs can
register with the site and data services can resume.

During the site controller switchover process, the system exhibits characteristics that are like SC-RNG,
SC-BR, and SC-ZC link failures. The general sequence of activities during an HPD SC failure is
explained as follows:

1 The standby SC detects the loss of the active SC within 150 ms. The standby SC begins sending
TSP messages immediately after switchover. The TSP contains new active SC info.
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2 Behavior for other devices in the system is like the behavior during an SC-RNG, SC-BR, and SC-
ZC link failure.

3 The new active SC performs an initialization process like the power up initialization. During this
initialization process, the base radios advertise that the site is in local area mode. MSUs leaves the
site and search for a wide area site.

4 After the base radios receive the TSP messages from the new active SC, the BRs clean their
database, but do not dekey. The BRs then begin to accept registration requests.

5 Adjacent sites broadcast that the site is in wide area mode. MSUs can begin to register with the
site. Any existing MSUs that have not already registered with another site still has to perform
another registration since the standby SC and active SC do not share databases. Hold off timers
(RRHOT and FRHOT) are used to prevent a large volume of MSUs from trying to register with the
recovered site simultaneously.

8.8.5
Active and Standby Site Controller Failure

If both the active and standby HPD Site Controllers (SC) fail, or if the active SC fails and the redundant
SC is isolated from the system, then all the HPD channels at the site dekey. MSUs leaves the site and
attempts to register with another site that is in wide area mode.

During the HPD SC failure, the system exhibits characteristics that are like SC-RNG, SC-BR, and SC-
ZC link failures. The general sequence of activities when both active and standby SCs have failed is
explained as follows:

1 Channels detect the link failure within 500 ms (since TSP messages are not received from the site
controllers). All the channels at the site dekey and broadcast information ceases.

2 Behavior for other devices in the system is like the behavior during an SC-RNG, SC-BR, and SC-
ZC link failure.

3 MSUs that were operating on the HPD site scan through their adjacent site list and attempt to
register with another site that is in wide area mode.

4 If one or both SCs recover, the first SC to recover initializes and become the active SC. The HPD
BRs at the site will then begin to accept registration requests and handle HPD traffic after the site
initialization has completed. Hold off timers (RRHOT and FRHOT) are used to prevent a large
volume of MSUs from trying to register with the recovered site simultaneously.

8.8.6
HPD Base Radio Failure

If the HPD base radio is isolated from the active site controller, then the base radio dekeys and does
not handle any MSU traffic. Again, MSUs attempts to operate on another HPD channel at the site. If
another channel is not available, the MSUs attempt to register at another HPD site.

During the base radio failure, the system exhibits characteristics that are like ZC-BR and RNG-BR link
failures. The general sequence of activities during a base radio failure is explained as follows:

1 The active HPD SC periodically pings each of the HPD BRs at the site. If a BR does not respond to
a certain number of attempts, or if the SC does not receive a response to other messages that
require acknowledgment, then the SC declares that the channel has failed.

2 Behavior for other devices in the system is like the behavior during a ZC-BR and RNG-BR link
failure.

3 If the HPD base radio was the home channel at the site, the site controller assigns another base
radio as the home channel

4 If the HPD base radio was the home channel at the site, the site controller assigns another base
radio as the home channel.
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5 The SC updates the Additional Channel Broadcast so that the failed BR is not advertised to the
radio population.

6 The SC continues to send outbound data to the failed channel throughout the duration of the failure.

MSUs that were operating on the failed channel attempts to move to another HPD channel at the
site.

8 LLC Timeouts causes the RNG in the zone to send delivery notification failures to the home

PDR(s). The home PDRs sends ICMP responses that indicate the failed delivery to the hosts on the
customer enterprise network.
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Chapter 9

HPD Standalone Infrastructure
FRU/FRE Information

This chapter lists the Field Replaceable Units (FRUs) and Field Replaceable Entities (FREs) and
includes replacement procedures applicable to the HPD standalone infrastructure.

9.1
FRU/FRE Information

For FRU and FRE lists and replacement procedures applicable to specific devices which are part of the
HPD standalone infrastructure, see the manuals for the appropriate devices.
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Chapter 10

HPD Standalone Infrastructure
Reference

This chapter contains supplemental reference information relating to the HPD standalone
infrastructure.

10.1
System Scalability

The system is designed for scalability, allowing a number of zones, sites, and channels to be
configured as necessary to support the entire coverage area. Systems in dense urban areas may
include more sites and channels to provide appropriate coverage and services for numerous local
subscribers. Statewide systems may include more zones that are spread out to provide service over
larger geographical areas. The system scalability also supports future growth, allowing additional
zones, sites, and channels to be added over time as needed.

10.2
HPD in Private Data Networks

The HPD system is also designed to function in a network of networks to provide optimum private data
coverage over various environments. In a network of networks situation, the high coverage area of
HPD provides cost effective private data coverage for areas which do not experience a high density of
users. The private LTE and WiMAX networks are optimal for private data coverage in high-density user
situations. Access to HPD, LTE, WiIMAX, and MOTOMESH networks in the vehicle can be managed
by a third-party middleware software application like Radio IP. In the back-end computer network, the
HPD, LTE, WiMAX, and MOTOMESH networks are interconnected through the Internet Protocol (IP).
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